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CHAPTER 1
CRUSTAL STRUCTURE?

1. Introduction

This volume discusses techniques for estimating shadéoth structure that use dif-
ferent parts of the seismogram - the surfaeenand the time series associated with
some body-wave arrivals. Techniques for deriving surfaceave dispersion from the
recorded surface aveand for defining the recedr function for initial P- or S-aves will
be presented along with programs teem these data sets for shalloEarth structwlec+
ity models.

Seismic data sets are vee complete enough to uniquely d& earth structure
because of the fefcts of noise, limited frequenp®and or other reasons for lack of obser
vations. To impress this realifyperfect data sets will beverted for earth structure and
their differences in predicting independent observations will be compared.

2. A Simple Example

The chosen earth model is a simple, single layer @ halfspace representation of the
crust and upper mantle:

Simple Model
H Vp Vs o Qp Qs ne s fre  fret
(km)  (km)  (km/s) (km/s) (Hz) (Hz)
40 6.0 3.5 2.5 200.0 1000 0.0 0.0 1.0 1.0

8.0 4.7 3.3 900.0 500.0 00 0.0 10 1.0

Theoretical surface ave dispersion curves were generated using theasewfave
codes inComputer Programs in Seismology - Overview. The Love and Rayleigh, funda-
mental and higher mode phasaocities, group velocities and anelastic attenuation coef-
ficients are displayed in Figures 1 and 2.
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Fig. 1. Earth model and dispersion points used faar#mon test.
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Fig. 2. Q3! model and anelastic attenuation damétns,y, for Love and Rayleigh,fundamental andSi
higher modes.

The period range chosen fowvansion, 5 - 60 seconds, represents the algiBBH)
experience in determining dispersion for small earthgeak eastern North America.
The laver period limit is controlled by source excitation and anelastic attenuation and the
upper period limit by the @ signal noise. In reality one would almostvee have all
these data points - perhaps the group veloailyes for the fundamental mode, andwa fe
other data points.

For the same model, Paverecever functions were computed using the program
hr f t n96 for a teleseismic signal with ray parameier 0.07 sec/km and Gaussialhefr
parameters of 0.50 and 1.0. Figure 3 presents the earth madeltagether with the
recever functions.
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Fig. 3. Earth model recadr functions

2.1 Surface-wae inversion

The progransur f 96 is used to iwert for earth structure from the dispersion @sv

An iterative, weighted iwersion is used so that one can, for example, force velocity dis-

continuities in the resultant model. In addition, one dantHe layer thicknesses and
invert for layer velocity or fix the velocities and iwrert for layer thickness.

To present the variability of the results, six differentarsion runs of 20 - 40 itera-

tions each were performed using different starting models, smoothing, and damping. The

final models fit the data well as evidenced by texlay shav in Figure 4.
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Fig. 4. Fit to dispersion data for 6 féifent irversions. The solid curves are the model predictions. The sym-
bols represent the dispersion data.

However, Hgure 5 shows the ddrent model®btained for each wersion as well as true
model.
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Fig. 5. Models obtained by ttsaur f 96 inversions. The wide black line is the true model.
The lack of it is not surprising since 4 of the 6 models had uniform smoothing con-
straints which preclude matching a very sharp discontinutynuch the same manner
that a inite Fourier series cannot accurately represent a periodic step function. The unify-
ing feature of all imersions is the fact that the upper crust welimed and that the Moho
is approximately at the center of the crust-mantle transitian.dP the reason for the lack
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of fit was that the upper mantle velocity was free to change. In the actual eartbuide w
expect upper mantle velocities to be known or at least bounded so thaathlee fixed.

The impact of these ddrent earth models is seen if the models are used for some-
thing other than predicting sade-wave dispersion in the 5 - 60 second period range,
such as predicting first aval times for use in\ent location. The true model and the 6
inverted models were used as input to the programmod96 to predict the P-avefirst
arrival times from 0 - 800 km for a surfaceeat. The results of these computations are
shavn in Figure 6. All but one model predicts the directvarnvell. Howvever, the \ari-
ability in the lower crust leads to predictedvalgime differences of seral seconds.

12 IIII|IIII|IIII|IIII|IIII|IIII|IIII|IIII

10

[

X /8.0

T
D

(o))
I|IIII|IIII|IIII|IIII|III

100 300 500 700
X (km)

Fig. 6. P-vavefirst arrival times for the true model, solid black line, andemed models.

2.2 P-wave recever function inversion

The next gercise is to inert the P-vaverecever function data using the program
rft n96. The results of 5 wersions are presented. Figure 7 presents the data fits, Figure
8 the models and Figure 9 the predicteddrimes.
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Fig. 7. Fit to receider function for 5 different imersions.
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Fig. 8. Models obtained by thdé t n96 inversions. The wide black line is the true model.
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Fig. 9. P-vavefirst arrival times for the true model, solid black line, andemted models.

2.3 Joint inversion

The final eercise is to inert the surdce-vavedispersion andP-waverecever func-
tion data simultaneoously using the prograoi nt 96. The results of 5 wersions are
presented. Figurg0 the models and Figure 11 the predictedetriames.
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Fig. 10. Models obtained by thei nt 96 inversions. The wide black line is the true model.
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Fig. 11. P-vavefirst arrival times for the true model, solid black line,
and irverted models.

2.4 Discussion

Seemingly the joint wersion is able to reproduce the initial model better than either
of the separate warsions. One reason for this success is thatyni@nations were per
formed and the data were noise free. All the programsf 96, r f t n96 andj oi nt 96
save the models after each iteration in timedel 96 file format, under the namarp-
nod96. XXX, whereXXX is the iteration numbeOne can werlay the models as in Fig-
ure 12.

Starting from the same halfspace model for eaedrsion, this fgure gves an nsight
into hov each irversion technique mas towad the fnal solution. The suate-vave
inversion, figure 12(a), immediately mes toward a model with an increase oélacity
with depth. As a matter of fact the first iteratiovexshoots the final model, and sily
returns. It seems as if the upper crust is well defined after the firstefietions, but that
more iterations are required to change the upper mantle velocities. This may be related to
the observation that the majority of dispersion points are at the shorter periods.

The recerer function irversion, Figure 12(b), first defines the surface velocity fo the
model. This is not unexpected since the largestahion the recerer-function occurs
near zero lag - and only shallsstructure can affect this time windo As the recerer
function iteration continues, later amis, which preide information on the moho, are
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Fig. 12. Model change foir$t five iterations under eachversion technique.(a) sur f 96; (b) r f t n96;
(c)j oi nt 96. The final model after 20 - 40 iterations is@i by the thick black line.

fit.

The joint irversion progression, Figure 12(c), seems to miror that of thevee¢enc-
tion, in this case. It is diftult to see hw the surface ave information improes the
solution. A different model is obtained if the time wimdased for fitting the receer
function is 5, 10]instead of {5, 20] seconds. In this case just the firsbtpulses in the
recever functions areif, which are due to the direct P and theweoted Ps incident on
the free surface. The later adls in the 10,20] winde control the sharpness of the
crust-mantle discontinuity.

3. Caveats

These programs kia just been implemented. Do not beahe inversion results just
because the fit looks good. Seek other independent constraints to palnatien of the
model.
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CHAPTER 2
REVIEW OF INVERSION THEORY

1. Introduction

Having discussed the separatedrsion of recerer functions and suate-vave dis-
persion for earth structure, wevn@resent the joint wersion of these tev data sets.This
section will reriew basic concepts of regression analysis. Suchvieweis gppropriate
since regression analysis defines the fcoehts of a chosen model that besbbsenra-
tional data. These concepts will be illustrated using simple models. Hopefighpd
understanding of simple regression problems will seas a bsis for understanding
inversion theory.

2. Means, variances and standard deviations

Assume that we can obsergome phenomena and neakepeated measurements.
Also assume that we expect to obtain the same observatiorthdt there is some
unknown, random observational error thatvprngs this.

An example of this is to imagine an
inclined ramp on a tableA metal spherical
ball rolls down the incline. At the bottom of
the incline the balltravels horizontally with
a elocity V. From elementary physics, we
know the ball will impact the floor after a
time

t= %gHglz,

where H is the ertical distance from the
floor to the base of the rampAt the same
time the ball will be a horizontal distance

X=Vt — X |-

from the base of the ramp. As a matter of
fact, we would &pect that the path of the

~ 1 —
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ball from the table to the floor auld be a
parabola if we do not ka b worry about
air resistance.

If the ball is repeatedly released at the top of the ramp, the pattern of impacts will
generally be at a distance of X from the base of the ramp, with some impacts at shorter
and greater distances. Thariation may be due to variationsep which the &peri-
menter has no control: e.g., the ball is not perfectly spherical, the ramp may distort with
changes in room temperature, there may eréiit patterns of swirling air currents, or
the ball is not released in exactly the same way.

Let x be the ith measured distance. Let N be the number of times the experiment is
repeated. Let the expected value of x, E(x), be y, which we call the mean. Fingllyelet
the random error of th&h obseration. Thughe ith observation is

Xj=H+t¢g

At this point an important assumption is made about the random error process -- this
process has a zero mean, i.eg) (0. Thiscan be written as

li LS 0
im =5 & -
Ni=Z].£I

N - oo

That there is no bias in the measurements, such as might arise from a bad measuring
scale, is an article ofith. Furtherwe assume that the errors are truly random and not
correlated. Althougmot necessary here, the error is often assumed to arise from a nor
mal, or Gaussian, distribution with zero mean and variafice

£~N(0, 7).
For such a distrilntion, we expect about 68% of the observations to lie within the range
(W—o,pu+ o), and 95% within the range o, p+ 20).
Mathematically the normal distribution N¢?) is defined as
1 2 2
N(Z, 0_2) — _ e—Z 6/ 20
oV2r
z
This is a probability distriition and theI N(z,o?)dz is called the cumulat probabil-
—00

ity, which varies from 0 at Z —oco to 1 at Z= +o0.

Our task is to use all obseiions to estimate the p and treignces?. We acknowl-
edge that we cannot determine the yt, dnly estimateanx since we hae mly a finite
number of obsemations. Onewvay to accomplish this is by trying to find anthat mini-
mizes the sum of square residuals

N
S=3 (xi—a)°
=

. . . _.0S . .
This value is determined by requmrﬁ = 0 Solving gives

The symbol ~ means "is distributed as".

Version 3.30 2-2 14 June 2012
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1 N
= — X;
N i:zl I
The standard deviatias) an estimate ofo, is defined by
= 2 A2.1
=1 .Zl (% =%) (A-2.1)
_ 20
TN-1 “Ng

(the N-1 is used instead of N sincehas already been specified and only M pieces of
independent information arevailable to estimatec?. This also guarantees that
E() =07

Because we hva anly a finite set of observations, tleestimate of p is not perfect.
We estimate the standard error of the distributiox by the relation

§_ N N(N 1 .Z( X; = X)? (A.2.2)

At this stage, we can examine the residuals,x¢ and test whether we can reject the
hypothesis that the random error process is normalodMd also test the inappropriate-
ness of other distributions.

The meaning of the estimated values is simple. If we perfornxffeximent once by
collecting N samples, we are able to estimate the true , the error praasses? and
the variance on the meag; s

If we perform the experiment again by collecting additional samples from the same
noise contaminated population, we would expect thex® lie about the trugu with a
distribution controlled by 5 The £ indicates the spread in future observations, and the
< indicates the spread in tReestimates of L.

Finally as the number of observations N increasesxpecté thak — J, & — 02, and
sy — 0.

If the noise process is assumed to be Gaussian (normalrtmddence limits can be
placed on the measured quantiti€scuss confidence limits on the x etc to give meaning
to the x bar sigmas perhaps give a tabular example and show a histogram

3. Linear Regression

Assume nw that the observed data are generated by a true linear process, e.g.,
Y =A +Bx (A.3.1)
The observations are again affected by a zero mean random error:
Yi=A+BX t¢g

Our objectve is to Lse the data to estimate the tradues Aand B as well as some prop-
erties of thes process.
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The least squares problem is to find the a and b that minimizes

i

N N
S(abES & =z§/i —a-bx, (A.3.2)
i=1 i=1 0
where the a and b are estimates of A and B.
0S

The condition that the a and b nea® a nmimum requiresg—i =0and b =0. These

conditions yield tw linear equations, the normal equations, in the unknowns a and b:

[N x; O -0
2% o0 2 g (A3.3)
Xi 22X bl 2 Xiip
(for simplicity the summation indices are dropped). The solution of this linear equation
is obtained by taking theverse of the square matrix which leads to

AL 1 03 -Zx00%y; O
B0 NSE-(ExP 3% N oExyip
We @an easily shw that the a and b values arising from the normal equatioas gi
S(a,bFXy’-aXy,-b3 xy; (A.3.5)
An alternatve way of writing (A.3.4) explicitly is
b= 2(Xi =%) (Vi =Y)

(A.3.4)

2 (% —x)?
and
a=y—-bx
The estimated variance of the error process is
1
=N =% S(a, b) (A.3.6)

The confidence limits on a and b areagi through the use of the t-distribution:

. 52 402
=t(N-2,1-a/2 :
Na=t(N-2,1-a )gzNinz—(in)ZB

(A.3.7)

and

0 N '
Ab=t(N -2,1-a/2) & O
0 NZX?—(ZXi)ZD
where {N — 2, 1-a/2) is the Student-t distribution for N2 degees of freedom and the
1-a/2 oonfidence lgel [For 95% conidence,a =0.05 and {oo,0.975)=1.96]. If
these confidence bounds are interpreted in the same sense as for the xample ef
section 2, these are the cioleince that the true value of A lies withit Aa, and simi-
larly the value of B lies withinb+ Ab. There is one slight complication, and that is that
the error estimateSa and Ab may be interrelated.

(A.3.8)
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The confidence limits that the predicted regression lin@y bx lies near the true
line y=A +Bx are

D x2-2x3 X +Nx2ﬂ

+#(N -2, 1- a/2)§2D NS (5 )2

(A.3.9)

DI i
H(N-2,1-al
+#(N-2,1 aZ)EZDZ( —X)Z[E

The confidence limits on the distution of the data (or future data) about thgres-
sion line y=a+ bx are

SN -2 1—a/2)E$ZE\.+ZX‘2'2XZX‘ Nl (A.3.10)
SRR NI - >

The first equation ges two hyperbolas about the regression line whose asymptotes
are y=(at+Aa)+(b—-Ab)x and y=(a—-Aa)+(b+Ab)x. If the experiment were
repeated, there is a {la/2) x 100% chance that the resultant regression line will lie
within these limits. The second equation indicates where future data may lie. yfiee-h
bolic nature of the error bound is interesting since it indicates that the prediction error
increases as one getsay from the centroidx, y) of the data set; this is to bepected
when extrapolating beyond the data set.

The interrelationship of error in a and b can be examined by searching through possi-
ble values of A and B, comparing the sum of squared residuals to that of the least squares
solution(Draper and Smith, 1966, §2.6 and §10.3):

S(A B)= S(a, bgl

Rearranging, one would contour the foIIowmg function of A and B, which is related to
the F-statistic:

(A.3.11)

[S(A,B)-S(a,b)N-2_

O S(a, b) 2 O
Because our model was ling#ine contours in the (A) space satisfying this relation
will be ellipses. In general the major axis of the elliptical contour may be inclined, indi-
cating some interdependence between the a and b values. In this case, a change in the
vaue of b causes a change in a.

Since Draper and Smith (1966) may be the only ones to define confidence ellipses in

this manneran dternative eypression is

[A-a B- b]%x zxf% E‘D:zst(z N-2,1-a)

“F(2,N-2,1-q) (A.3.12)

Example 1
Consider the following data set of 10 points:
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Table A.3.1.
Xi Y Xi Yi
1 1 7 8
2 1 9 7
1 2 | 10 8
3 3112 14
6 51 14 16

From this data set we form the sums

N =10 zy|:65

> X, =65 >y, =669

Sx2=621 3 xy; =635

For a %% confidence M, (8, 0. 975} 2. 306.(The FischerStudent t-distribution has

the property that(do, @) = Normal distribution.Using these sums and thedlue, we
obtain

a=-0.4584+1.9884
b=1.07050. 2523

£=2.3765

Figure 1 shows the geession line and the 95% confidence hyperbolas on grese
sion line. The confidenceyperbolas mean that another data set from the same data popu-
lation would lead to a regression line which ha®%26 chance of being within these

hyperbolas. (These statements are repetitious but the distinction between scatter in data
and model parameters is important).

Figure 2 shows the geession line and the 95% confidence limits on the data. If we

select additional samples from the population, then 95% of them should lie within the
hyperbolas.
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Fig. 1. Regression line (black) and 95% confidence bounds (light gray) on the regression line.
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Fig. 2. Rgression line (black) and 95% confidence bounds (light gray) on the data set. The dateviare sho
by the points.

Figure 3 plots the F-statistic at 50%, 75%, 90%, 95%, 97.5% and 92%. [€he
smallest region, centered on th@nession values (bB)=(-0. 458, 1. 071)indicates that
there is only a 50% chance that the true values o) @ge located within this region. As
the confidence increases, the confidence region increasesmndvays state with 100%
confidence that the true value is sammere within the (a,b) plane, if our original
assumption of a linear model is correct.

Example 2

Consider the same data set of 10 pointsept that the origin is shifted to the §) of
the previous data set. Subtracting #®6.5 from all x andy=6.5 from all y values
gives:
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Fig. 3. Plot of the F-statistic using Sf&, Contours are drawn at F& p)=0.757 for50%, 1.66 for 75%,
3.11 for 90%, 4.46 for 95%, 6.06 for 97.5% and 6.85 for 99%.

From this data set we obtain the sums:

Table A.3.2
Xi Yi Xi Yi
55 55| 05 15
-45 55| 25 05
-5.5 4.5 3.5 1.5
-35 -35| 55 75
-05 -15| 75 95
N =10 2Vyi=0
>x =0 >y =246.5

Sx2=198.5 Y xy; =212.5

Since the x;=0, the matrices in (A.3.3) and (A.3.4) are diagonkbr a %%

Version 3.30
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confidence ledl, t(8, 0. 975) 2. 306,we obtain
a=0.000+1.1242

b=1.07050. 2523

£=2.3766

Note that only the intercept a has changed. In addition itsdemrce bound is smaller
TheAa dbtained for this data set is the same as (A.3@uated at x= 6. 5for the Exam-
ple 1 data set.

Figure 4 shows the geession line and the 95% confidence hyperbolas on grese
sion line. The confidenceyperbolas mean that another data set from the data population
would lead to a regression line which has a 95% chance of being within the hyperbolas.

Figure 5 shows the geession line and the 95% confidence limits on the data. If we
select additional samples from the sample population, then 95% of them should lie within
the hyperbolas.
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Fig. 4. Regression line (black) and 95% confidence bounds (light gray) on the regression line.
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Fig. 5. R@gression line (black) and 95% confidence bounds (light gray) on the data set. The dateare sho
by the points.

Figure 6 plots the F-statistic at 50%, 75%, 90%, 95%, 97.5% and 92%. [€he
smallest rgion, centered on the regression valueb)@(0. 0, 1. 071)indicates that there
is only a 50% chance that the true values of (a, b) are located withingins.r&\e rote
now that the confidence bounds are no longer inclined ellipses - the major and neisior ax
are aligned with the a and besx Thisis a direct consequence of treetf thatd x; =0.
This inclination of the ellipse indicates that there is no trade-off, or co-variance between
the a and b alues for this data set. In the previous data set, increasing the slope b
required a smaller a to continue tosédhe line pass through the centroid of the data.

4. Linear Regression - Known, but Uniform Variance

The next way to perform the sam@mession analysis uses a priori knowledge of the
variance,o?, of the random error as a weight. For the straight line problem, wenii-
mize
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Fig. 6. Plot of the F-statistic using Sf&, Contours are drawn at F& p)=0.757 for50%, 1.66 for 75%,
3.11 for 90%, 4.46 for 95%, 6.06 for 97.5% and 6.85 for 99%.

S(a, b):z a—bx'g[ (A4.1)

As '\!im , we expect that the minimum value is 35 N because of the definition ef
- 00
as the limit of s as the number of observations increase. Applying the necessary condi-

tions for a minimumg—z =0 and g—ﬁ =0, yields the tw linear equations
5: = ZX' 0 E]Zm—y' .
Sha
EL ZX. PRGN R I (A4.2)

go? o2pg [ o? D
The solution of the linear equation is simply
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_ Yi O
1 Z— — Z
@D_ g D I;B (A.4.3)
ED I o e )ZErZ z;g§?5
The confidence limits on a and b areegi through the use of the z-distribution:
0 x? 4’2
O 52
Na=z(1-al?) 3 U 5 (A.4.4)
z. 5
o2
and
0 1 '
il — il
Ab=z(1-al2) 3 g o . (A.4.5)

5% 5~ (5 )0

The expression for the cadénce bounds on a and b is identical to that of Section 3 if we
replace $by 2. The confidence on the regression line is

X_i2 ZXI + z - @'/2
s2(1-al2) - (A.4.6)
R 3 ;)2

and the confidence limits on the distribution of the data (or future data) abougtés-re
sion line y=a+ bx are
/2
x? el i

gl +
Z _
+z(1-al2) % 2l (A.4.7)
(Z

The reason that the normal, z-distitibn is used instead of the t-distribution is that the
variances are known.

5. Weighted Linear Regression

During the acquisition of data, more may be Wwnoqualitatvely or quantitatvely
about an observation. This may occur if a data pair is repeated in the observations, or if
the data variance is better kmo. We denote this by assigning each, (%) data pair with
a weight w or a data &rianceo; . In its simplest form the wmay indicate that there
were repeated (xy;) values in the data set, and that we wish to use only one pair but indi-
cate frequenc of repeated values. In another form, the may reflect a subjecte
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assessment of data qualifgerhaps varying betweef®, 1]. Finally if o; is known,
w; = —. The object of this section is to shdow presentations in Sections 4 and 5 are to
g

be mc;dified and also kothey are related.

5.1 Weights

In the case of a gen w; , the data &riance is unknown and must be estimated from
the residuals. @ amplify the confdence limit estimates, let N be the total number of
(%, Y;) pairs, each with a corresponding. wAlso require that thew; be normalized such
that

%mzN (A.5.1)
i=1

This normalization is introduced to simplify the estimation of datéamce. Thesum of
squares to be minimized is

S(a, b): ZWi (y, —a— in)2 (A52)
The normal equation (A.3.3) becomes
Wi 2 WiX; D@g_ wy; O
Orne O A.5.3
%Wixi zWiXiZD[ﬂ)D WiXi¥ig ( )

(for simplicity the summation indices are dropped). The solution of this linear equation
is
1 0 w2 — . (0] .0
Da[l: > 5 5 ZW,X, ZWIXID ZW|Y|D (A.5.4)
MO > w; 2 wixf = (2 Wixi)? 7 2 WiX; ZWiD§WiXiyiD
We @an easily shw that the a and b values arising from the normal equations makes
S(a, bF 3 wyy? a3 wiy; —b 3 wixyy; (A.5.5)

Because of the normalization requirement that; =N, the estimated variance of the
error process is still

1
N A.5.
3 N—ZS(a’b) (A.5.6)
The confidence limits on a and b areegi through the use of the t-distribution:
12

) 0 3 wix2
Aa_t(N —2,1- 0’/2) Ez ZWi ZWiXiz _(zWiXi)ZB

(A.5.7)

and
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12
S w, C
A N-2,1-a/2 A5,
b= “’”fz S Wl - (S wix)2E AS9)
The confidence limits on the predicted regression lin@y bx are
_ , 112
H(N-2,1- a/2)§2EEWX 23wy + T w [ (A5.9)

0 2w Zwix? = (Zwix;)?

The confidence limits on the distution of the data (or future data) about thgres-
sion line y=a+ bx are

> WX} = 2X 3 WX + > Wix* ﬁlz
> Wi I wixf = (X wix;)?

The confidence contours in the I plane are still gen by (A.3.12). Notethat the t-
distribution was used here since the variances are not known, only estimated.

(N =2, 1- al2) %ﬁh (A.5.10)
0

5.2 Stochastic Weights

This section is very similar to that of 84jtlwith the distinction that the knowran-
ances of each observation may be different. Tfeetafe weighting of the observations is
similar to that of 85.1. The task here is to minimize

NEyl_a_inﬁ
S@bFy 7

The equations of Section 4 continue to apply with the slight modification thavallies
are replaced by;,. We aan note that for N large, (A.5.11) should approach N and that

(A.5.11)

_S(a,b)
&= N3 -1 as N- oo
Thus (A.4.3) becomes
Oc X2 X; 00 D
Lol 1 02,z 2 .ZDDZU- A5.12
= I |
b 0 1 00 x40 (A.5.12)

0 1 Xi
STl P EEgs T UE et

and the confidence limits on a an beji in (A.4.4) and (A.4.5) become

2 1/2
O 5 X O
O 0.2 0
Na=z(1-al2) 3 1 ! 0 (A.5.13)

g 22 -(Z )ZD

and
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0 1 '
0 Z? 0

Ab=z(1-a/2) 3 1 ! o . (A.5.14)
? ZZ —(Z )ZD

6. Weighted Linear Regression - Combining Data

One may collect sfitient data in an>@eriment to perform some preprocessing
before regression. An example might be repeatecdcemfavedispersion measurements
along the same path for the same frequencies. One could use all data or one could use just
the mean obseations at each frequeydhe latter may be preferable since it reduces the
work required in an wersion scheme since a smaller number of data points are pro-
cessed. Thguestion arises of moto determine the correct error estimates.

To devdop this topic, construct a data set consisting of 1000 ofiseng at each of
10 abscissa,;xThe observations are from the model

y" =0. 0+1.0X+Eij

for i= 10 and j=1,---,1000. Theg; is from a normal distribution of zero mean
and \arlancea (Presset aI 19XX) Table A.6.1 gres the tenx;, the tagety, ando
assigned to the Gaussian error process. The comguggandsy are denwed from the
data set for eaclk;. Even with 1000 observations at eagh we e that the obsesd
mean is notxactly the target value, but that 9 of the L@ are within onesy of the tar

gety.

Table A.6.1 Statistics of Test Data
[ X Yy o y Sy Sy
1 0 0 400 0.080 4144 0.131
2 1 1 400 0965 4.071 0.129
3 2 2 400 1993 4.117 0.130
4 3 3 200 298 1985 0.063
5 4 4 200 4.047 2.023 0.064
6 5 5 200 5035 1.928 0.061
7 6 6 100 6.043 0.946 0.030
8 7 7 100 7.032 0.996 0.031
9 8 8 1.00 8.011 0.984 0.031
10 9 9 100 9.015 0.985 0.031

Given this data set of 10,000 observations or the 10 reduced abeas/from the
above table, we consider three minimization problems:

a) Usingthe entire data set, minimize:
10 1000

Z Z (ylj —a- bX,)Z

i=1 j=1
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b) Usingthe entire data set and thevalues for each i

§ 1%’(’[}/"' ~a-hx
0 oy, U

i=1 j=1 :
c) Usingthe reduced data set consisting of the ;30,5 :

120 [y —a- bx f
i=1|:| in 0

Case a) is solved using (A.3.4) - (A.3.8), Case b) is solved using 85.2 (A.5.12 -
A.5.14) and Case c) is also solved using 85.2 except thand/o; in (A.5.11) are
replaced byy; and §, respectiely. To understand ho this may relate to actual data sets,
for which we do kner not theo’s, we replace eaclr in these minimization problems by
the corresponding estimate s alswegiin Table A.6.1. This is essential for Case c)
because they must be zero since we do not assume an error in the fundamental data set.

Table A.6.2

i=1 j=1 Vi 1=l s, U A
N = 10000 N= 10000 N= 10

1 1

S = =5542.32 S = =5132.48

> x; = 45000 — =36590.06 —L =34568.24

g S

2 2
5 x? = 285000 5 §2| =264022.57 | S Sy—' = 25252332
Sy = 45209, 243 N = 36728.95 5 Y = 34696. 42

$ 5
S y? = 353317, 02 Y =o77354.62 | 3 Y =254195.59

5, S
S xy; = 285988.53 | 5 Y =264915.86 | T Vi = 253356. 99

517 S
a=0.0184+0.0478 | a=0.0320+0.0461 | a=0.0351+0.0500
b=1.0006+0.0089 | b=0.998%0.0067 | b=0.9985+0.0071

S 2 = 11542. 16 S 2= 1.6784

s’ = 6.624882 s? =1.15445 s =0.2098
{(1000-2,0.975)=1.96  t(10000-2,0.975)=1.96  (10-2,0.975)=2.81

For simplicity the + error bounds are ggn assuming that the Student-t distribution is
t()=1, e.g., thg are one-sigma bounds and not aegi probability. The probability
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comes from the t-distribution.

A comparison of the results of this table indicates that allestimates of are within

one sigma of the assumed trAeB values of 0 and 1, respeatly. We dso note that the
S &2 values for Case b) isery close to the number of observations N! On the other hand,
the ¥ < N for Case c).

As mentioned in 85 we might consider theas weights, and then apply (A.5.4),

(A.5.7) and (A.5.8). W nmust be careful though. If we use the definitioimﬂz/syiz, and

the formula
101000 ﬁ
izzl j§1 Wi a’ij a—bx 0

we obtain for the data of Case b)

a=0.0320+ 0.0494 b=0.9989+0.0071

which is essentially the same as that in the center columabdé A.6.1 Use of the equa-
tions of 85.1 requires that the error estimate be based on the latkoothle obsera-
tions, and our sample of 10,000 points seenscseriitly large for this to be stably esti-
mated here.

However, if we apply this to the xy;, 5, and minimize

d

10 nl b
izzlwia’i —az X

using w=1/0y %, we dtain

a=0.0351+0.0228 b=0.9985+ 0. 0033

The a and b alues agree with those of the third column of Table (A.6.2), but the error
estimateqda and Ab are approximately te times smallerThe reason for that iselated

to the fact that we va anly 10 data points tdtf and the fit, which is used to estimate the
%, happens to be better than with the original 10,000 points. Thus’ tiseusderesti-
mated. From our discussion of the statistical weighting, welavexpect £? should be

10, or equidlently that statistical weighting shouldvgi <€ =1 for large numbers of obser
vations. Thus the errors are underestimated by a factsqrtffl0.0/1.67). This suggests

that if statistical weighting is used, that we base the error estimate on %, but that we

never permit this valueto be lessthan 1. Q.

By performing this gercise, we hee learned the following:

All three procedures yield that same results.

If the observations at ongare collapsed into a singg, then statistical weighting is
correct if we use they. e cannot use the o, isthis case!

If statistical weighting is used, the relation ®fs? to N can be used to determine if
the data set can be used to estimate the parameter errors from the actual residuals of
fit.

This is the same as saying that we base error estimates on the liackless the ft
is too good to be true. The initialvalue forces a minimum error on the solution.
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7. One Model - Wwo Different Data Sets

Often two different physical quantities can be measured that are functions of the same
parameters. In seismology these may be boalyewvavel times and sudce-vavedisper-
sion or teleseismic recexr functions and suate-vave dispersion. Or we may ha
obsenations of suidce-vavedispersion and anelastic attenuation and which toel¢re
shear-vavevelocities.

7.1 Development

The problem is that we wish to determine A and B such that the observations are
Z; :AXi +Byi +N(O!UZi2) (A?l)

ti :Aui + BVi + N(O, O'tiZ)

The observations and t have dfferent units and different variances.

Let us assume further that we desire to use a parameter p such themplies the
use of only the z(x,y) data set and p implies the use of only théu v) data set.A
choice p=0. 5will imply that we desire the data sets tovéagual influence on the solu-
tion.

Keeping in mind the desire that the problem reduce toaimdifir solution of Section
4 , we onstruct the functional S(a, b) to be minimized:

Eﬁl—p)NEzi—ax—byiﬁ p qu-a%-bvjﬁg
S(a. by 5 zl 5o, ot le Dmiatj BD (A.7.2)
O O

Note that this functional does reduce to the correct form foOmr p=1. Theuse of
the statistical weighting, e.g., division by the respecti ensures that the dimensions
have keen accounted forln addition, for large sets of observations, wepect that
S(a, b= 1 by monstruction.

7.2 Actual Data Processing

A problem with actual data is that the number of okas#as may not be large compared

to the model parameters. Thus we may not be able to obtain a good estimate of the data
variances from the model misfOn the other hand we may be able to establish reason-
able laver bounds on the expected error by carefully studying the data processing that
leads to the observations.

The following strategy may be acceptable.
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1. For each data set, z and t, define a mninmmvalue of o, and o

2. Use these to formweights and sol ve the wei ghted | east squares nornal
equations for a and b.

3. Conpute S(a,b)N. If this is less than 1, use 1 for the error esti-
mates, other wise use this value for the error estinates. Continue to
search for the mnimm The error estimate is a nodification of
(A 5.13)

0 XF 0’
i
sabd 22 0

Na=t(N -2, 1-al2) 0

1 X Xi
FaZa 2y

4. Conpute the misfit of the nodel to each data set, giving s, and s.
This may be used in the future as better initial estimtes of the errors

5. Since we often solve non-linear problens by iterative application of
| east squares, we repeat steps 2 - 4. For error analysis, adjust

This procedure combines the concepta pfiori knowledge ofo and dataestimated
o from thes. Step 4 ensures that a small data set, for wkistD, will not give atifi-
cially small estimates of errors aandb.

7.3 Reduction to a Single System

For lage N and M in (A.7.2) and the correct a and b the minimum value of S(a, b) is
1. If we define

WZi2 = (l - p)/NUZ|2

w, > =p/May

then (A.7.2) the minimization problem looksdikhat discussed in Section 5, e.g., mini-
mize

S(a, b ¥ wi(p —aq - br;)?
and similar equations for (A.5.3 - A.5.9)

The formulation discussed in this section assumes that the parametarppiosi
specifed, and is not a free paramet&¥e sssume thap = 1/ 2 implies equal contrilstion
of each data set to the final model. (A.7.3svearefully constructed to reduce to simpler
statistical weighting for the end casespf 0 or p = 1. If we solve for thea andb for
each ixed p, we @n then plot th&(a(p), b(p)) as a function op as an grercise, but this
should not be used in the selectionpof
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In terms of earth model determination, the formulation permits us to appreciate the
range of earth models as a function of p. Comparing th&/g lution to the p= 0 and
p = 1 solutions may gie s an nsight on ha the two independent data sets interact with
each other to ge g perhaps, more realistic model that builds upon the strengths and sen-
sitivity of each data set.

8. Matrix Formulation

The least squares problem can be stated on that solves the problem
|AX = b| = MIN

where A is an mxn matrix, X is an nx1 matrix and b is an mx1 matrix representing m
eqguations in n unknowns. The classic least-squares solution of this probleemibygi

x=(ATA)ATb
which is adequate if (BA) ! exists.
It may be desirable to place a constraint on the problem te t@velated problem
|Ax - b| + |ox| = MIN
which is the same as
(Ax — b)"(Ax — b) + o>x"x = MIN
This problem can be solved using the singullue deconposition of A as AUAVT,

AT =VAUT, and the definitions UU=1and V'V =I. These lead to the solutiorator
X, the variance-c@riance matrix C and the resolution matrix R (Crosson, 1976):.

x = V(A% + a?l)IAUTDb
=Hb
C=HH" = V(A% + o) IN2(A? + g?) VT

R=V(A? + d?)IA2VT (6.5)

This modified problem, knen as the Leenbeg-Marquardt generalized verse, deter
mines the best solution to the A% problem subject to the constraint that the size of x is
kept small. For a well belvad A matrix, 0® = 0 gives the classic least squares solution.
Larger values ofr? force the solution to be one of steepest descent if the algorithm is
applied iteratrely.

The solution vector x mo depends upon the parameter If we consider the x for
o =0 to be he true value, and the x for avgn o to be an estimate of the truelue, one
can replace b by the definition Ax to yield
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Xest = V(A? + a?1) TAUT Ax e
The resolutionR is defined by the relation g¢,=RX;,e. The resolution matrix is sym-
metric in this case and is equal to the identy matméif 0.

Consider nw a dightly different problem. Introduce another variable y related to the
solution vector x by

Wx =y or x =Wy
Let us nov state that we wish a value of x or egalently y that minimizes
|AX = b| + [oWx| = MIN

or
|JAW™y - b| + |oy| = MIN

Define A= AW =UAV'. Here U, A andV are matrices. Hebtica font rather than
italic font is used because these matrices will be different than those of the previous prob-
lem The solution to this problem is just

X =W V2 +a21) AU
with resolution and variance-zariance matrices

R(X) =W V(A2+a21)a2vTw

C=W1lv(a2+a21)1r%(A2+ o)y viw™hT
Note nav that the resolution matrix is not symmetriglso note thathe least squares

problem soled herdiffers significantly from the firstbe&ample. Thdength of the ector
X is not minimized but rather the weighted vector Wx.
The matrix W can be the effect ofvesal cumulatve @ntraints, W=W,---W,,. If
we only use W= W, W,, and W, is
0o 1-1.. 00
w, =U 1.. 08
2= 0 0 OD
o o o.. 10
with
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Q111 .. 1
00 11 ..10
ngzgo 01.. 1%
[J-r ++ «r o =[]
0o 00 0 10

the minimization constraint attempts to minimize thdéedénce between adjaceralwes

of x;. In an hveasion for an earth model, where theepresents the change ielecity

from an initial model, this form o#V, forces a degree of smoothness on the changes in
velocity.

If W, =1, then there is no smoothness constraint in an ingeratin-linear irversion,
just a restriction that the changes in x be small.

A useful functional form for Wis that of a diagonal matrix

U -1 -1 —1D
W, =diagp;,0,,...,05,0
0 O

The effet of this is to apply a rebadi weight to the constraints. For example, to force a
sharp discontinuity at a\gn boundary when using the smoothing constraint, entk

-1
o, small.

It is possible to create a)vhatrix that combines smoothness and lack of smoothness
with a suitable Wthat fixes x in certain layers.

9. General Linear Least Squares

Sections 2 - 8 used the example of the simple linear model
Y =A +BX

which was both linear in terms of th& and B coeficients but also in terms of the inde-
pendent variable X. This modelw used to illustrate data sets. The only requirement for
linear least squares is that the predicted value be a linear function of the unknown model
coeficients. Thuslata models such as

log Y=A +BX,

Y=A+BsinX+Coos X,

or
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1 B
_:A+_
Y X

are linear in the cofttientsA andB.

Since thenumber of codfcients may x¥ceed two, and since the dependence on the
independent variable omaxables may be complicated, plots such as those of Figures 1
and 2 are not usefulyen though F-statistic plots in the manner of Figure 3 will continue
to be useful.

9.1 Correlation Coefficient

A visual measure of goodness ifi$ still required. The correlation coefficient r is
useful. Letthe observed data lyg and let the model prediction using the determined lin-
ear codicients bey;. The correlation coéfient is defined by the equation

(= (i —N(Yi-Y) . (A9.1)
TR E( -2
or
?Yiyi ‘N\?YS
r= (A.9.2)

/12
.0 o
%V‘Z_Nyzmﬁjiz_wzm

wherey=3y,/N andY =3 Y;/N. The correlation coéitient r lies in the range-], 1].
If the data hee ro error and the model is correct then we expecir

As with mary items in statistics, a distibon as associated with Under the
assumption of a Gaussian normal distribution of ether statistic is.

The value of this statistic is that it permits a rejection of a data mexgahd on this

Robert Shumway corrected the draft and assigned a B+ to this effort.

10. Non-Linear Least Squares by Linearization

11. L-1 Norms
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12. Problems

1. Prove that (A.3.5) follows from (A.3.2) and (A.3.3). Hint: do not substitute the a and b
vaues from (A.3.4). Rather use the algebraic property that
(A+B)(A+B)=A(A +B)+B(A +B).
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CHAPTER 3
SURFACE WAV E ANALY SIS

1. Introduction

The study of surface aves holds a special place in seismology fovesal reasons.
Because of their large amplitudes compared to boalyesvor teleseisms, these are the
most recognizable part of the seismogram, especially along paths between the earthquak
and seismograph station that cross deep oceans. Theeeare also significant because
they arise from boundary conditions near the Earthirface - a la velocity wavegide
for Love waves and a stress free safe for Rayleigh aves - hence their name &lrface
wave.

Because of their ubiquitous presence in datg, &hean obvious choice for the study
of primarily shear-wvevelocity structure near the surface.

We will discuss the data processing of observational data to provide pflasgyyvc,
and group elocity, U, velocity dispersion curves as well as anelastic attenuatiofi-coef
cients,y, which can be iverted for the elastic \avevelocities and Q'. The oganization

of this chapter address basic surfacetheory methods for determination of phase
velocity and group velocityand finally the iversion for earth structure.

2. The Surface Processing

2.1 Surface wae representation

The suréce-vavein a flat-layered earth is usually the largest foequenyg signal at
large distances because its geometrical spreading is less than that of the direct body
waves. The Fourier transform of the sate-wavesignal fora sngle-mode observed at a
distance r from the source is written as

1 ikr+p)
T S(w) A(w)e

wherew is the angular frequepck is the horizontal wvenumber which is related to the
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phase elocity ¢ by the dehition w=Kkc. S(w) is compl& source spectrum, and
A(w) exp(-iy) represents the complexcitation of surface aves for a point source. The
excitation is a function of frequepcsource depth and properties of the elastic medium.

The Fourier transform of the surfacawewhich includes the higher modes ivei
by

Vir S@) 3 An(w)e ko

where the inde m is the mode numbeiThe presence of high modes complicates the
interpretation of phase or group velocities, especially because the excitation of each mode
depends upon frequgncwhich may may makmode identification dff cult.

2.2 Phase Velocity Determination

McMechan and Yedlin (1981) described a technique to obtain phase velocity disper
sion from an array of seismic traces. yhoposed first performing a-pr stack fol-
lowed by a transformation into the-fav domain. Aseparate stacking procedure is not
required to accomplish this if operations are performed in the fregudmmain..
Mokhtaret al (1988) describe Mo this can be done. Let the obsetvi-ourier spectrum of
a ismic signal at distanag be

A(w,rp,)e#n (1)

One possiblep—w stack of N traces at different distances from the same source is
defined by the relation

F(p,w) = % Clw, r1.1n) A(w, 1), 2)
n=1

where

Clw) = Alw, Iy, 1)e% ~ :—”
1

Division by Ce, r, 1) is a smple artifice to remee the source spectrum from the obser
vations, and to correct for geometrical spreading. If the signal is only that of a single
mode, then the depth dependent excitation is alsovemo

Since the observed spectrum is assumed to be the superposition ofabt-sarfe
modes such that

M
A(CU, ri)é("l = ?_/_(ra) Z]_Am(w, ri)ei[U/Om(w)_prm(w)ri]’ (3)
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the operation in (2) does correct for geometrical spreading and the source excitation. In
this notation they,,, is the actual excitation phase of #ith mode, andk,,, = wpgm,. This
expression separates the phase idistance dependent and independent caritabs.
Interpretation of (2) is difcult unless the is only a single mode or the amplitude of one
mode is so large at avgn frequeng that its contribution outweighs that of other modes.

If the signal consists of a single noise free atefvave mode, then the quantity
F(p,w) will have a naximum when p= pox. Searching for the maxima of

IF(p.w)| (4)

yields the possiblalispersion curves. Since there are N distances, the maximum value of
the quantity |F(pw)| should be equal to N.

If this value is less than N, then we can atii@othis to an error in the ray parameter
between the stations. If we assume that in the neighborhood of a maximum of the stack,
Ap =p-po has a normal distribution with zero mean andagsiance o2, then the
expected value of anterm in (1) is

E[e—jZITprri ] — e—202n2f2ri2 (5)

where we used the definitian= 27f.

Since each term in (4) isvedys positve, the expected value of the stack (1) of a sin-
gle mode is just

N 2 200 \2
|.zle20 2E2(r; rl)l (6)
i=

Given the stack alue (4), a Newton-Raphson technique is used to find the valae of
from (6) that corresponding to this value. The error in phase velocity is obtained using the
definition p= 1/c and the relation

Ac = oc?. 7)

This relation was tested by numerically modeling a stacking operation in which the ray
parameter error had the assumed distribution.

In the more realistic case of multimode surfa@ves, (4) will not yield a maximum
independent of the amplitude spectrum of the other modes. Thus the stack value will typ-
ically be lagest for one mode and smaller for others. The simplistic error analysis will
yield lamger, perhaps unarranted, errors for the other modes. This is an inherent prob-
lem with this technique, that can only be resdlvf a phase matched filter technique is
first applied to each input spectra to isolate a single mode before the ploasy gtack
is performed.
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The progransacpon®6 implements this technique. Figure 1 presents the processing
flow for this program:

sacpom96

‘ pom96.dsp SACPOMO96.PL

Fig. 1. Processing fle for sacpom96

Program control is through the command line:

sacponB6 [flags], where the command flags are

-C [spcfil] (default stdin) : Input data file name

-ci [ci] (default=2.0) : starting phase velocity

-ce [ce] (default=5.0) : ending phase velocity
-nray [nray] (default = 20) : number of ray parameters
-fmn [fmn] (default=0.02) : minimum frequency for plot
-fmax [ fmax] (default=0.25) : maximum frequency for plot
-vmn [vm n] (default 2.0) : minimum velocity for plot
-vmax [vmax] (default 5.0) : maximum velocity for plot
-xlin (default= false) : linear frequency axis

- x|l og (default= true) : logarithmic frequency axis
-ylin (default = false): linear velocity axis

-yl og (default = true): logarithmic velocity axis
-V (default = false): verbose output

-0 (default = false): c-f values from maxima on STDOUT
-E (default = false): plot error bars

-T (default = false): x-axisis period not f
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-R (default = true): data are Rayleigh
-L (default = false): data are Love
-S (default = false): contour shading

The output is a tabulation of peak motions from the stack:

POW6 R C -1 45.511 4. 0000 0. 0026 6. 0000 1
POW6 R C -1 7.9380 4. 0000 0. 3301 2.0351 2
POW6 R C -1 5.2648 4. 0000 0. 4403 1.2643 3

The output consists of 9 columns with the following meaning:

Col Description

1 SACPOM96 Name of the generating program

2 R Wawe type, eithelL for Love a R for Rayleigh.

3 C Dispersion measurement.widys C for phase velocity

4 0 Mode identifcation. O for fundamentall for 1'st, etc. Note the program

do_pomis available to runsacpon®6 and to interactiely identify the
modes. A value ofl indicates that no mode identification has been made

5 1.6787 Period of observation in seconds. T8 f 96 dispersion format
required periods in seconds, and dispersion in km/s.

6 0.66658 Phase velocity iknys.

7 0.16019E-02 Error estimate ofvelocity in km/s. From equation (7).

8 1 Amplitude order of the stack. THeindicates that for this phaselacity,
this periods had the largest stack amplitude. this may permit one to follo
the modes.

9 48.940 The \alue of equation (4). The maximum value of this is the num-

ber of traces.

One of the diiculties of the phase velocity stack is due to the discrete sampling in
frequencies and the analystpectation of a single phaselscity for each frequeyan
the manner of the multiple filter analysis programcnf t 96 for group \elocity. This
program actually starts with avgn phase velocity and then searches for the 8 frequen-
cies for which the stack is a maximum. The presentation will thew shary phase
velocities for each frequegcTo assist in oganizing the results it may be useful to sort
the output by period. The command

sort -n +4 < ponB6.dsp > pom sort

will give
POW6 RC -1  23.011 2.0843  0.8231 1.0353 7
POMB6 R C -1  23.011 3.4699  0.0010 6. 0000 1

On the basis of the stack amplitude, last columnoulld associate theelocity 3.4699
km/s with the period 0f3.011 seconds and ignore the other value.
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Example

The following example demonstrates the use of this program using a simple crustal
earth model.

#!/ bi n/ sh

#this depth and nodel gives a spectra hole at 15-20 sec

HS=10

STK=0

RAKE=0

DI P=90

AZ=45

NMODE=10

HtHHHH

# changi ng the RAKE to 45 renoves sone of the spectral hole
# =0 Strike slipif dipis 90

# =90 dip slipisdipis 45 -- good hole

it

HitH##

# create file of distances for synthetics

# DI STANCE DT NPTS TO VRED

HitH##

cat > dfile << EOF

1000. .000 2048 -1.
1050. .000 2048 -1
1100. .000 2048 -1.
1150. .000 2048 -1.
1200. .000 2048 -1
1250. .000 2048 -1.
ECF

O OO OoOOoOOo
PR R R R
OO OO OoOOo
© © oo o 0o
OO OO OoOOo

HitHH#

# create the earth node
HitiH#

cat > nodel .d << EOF

MODEL

TEST MODEL

| SOTRCPI C

KGS

FLAT EARTH

1-D

CONSTANT VELCCI TY

LI NEO8

LI NEO9

LI NE10

LI NE11

HR VP
40.
00.
EOF

il

AS
.0
.0

FREFP FREFS
1.0 1.0
1.0 1.0

»w<
P
3
(&

ETAP
.00.0
.00.0

© o
oo
w ©
oo

o o
o o
[eNe]

HitHH#
# Cal cul ate nul ti node di spersion and nake synthetics
HitH##

sprep96 -M nodel .d - NMOD ${NMODE} -HS ${HS} -HR 0 -d dfile -L -R

sdi sp96

sregn96

sl egn96

sdpegn96 -R -C -PER -TXT -XLOG -YM N 2.5 - YMAX 5

sdpegn96 -L -C -PER -TXT -XLOG -YM N 2.5 - YMAX 5

spul se96 -d dfile -D -p -EQ -2 > file96

fmech96 -A ${AZ} -ROT -D ${DIP} -R ${RAKE} -S ${STK} -M 1.0E+20 < file96 > 3.96
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f96tosac -B 3.96

cp B00101z00. sac Z1.sac
cp B00201z00. sac Z2.sac
cp B00301z00. sac Z3.sac
cp B00401z00. sac Z4. sac
cp B00501z00. sac Z5. sac
cp B00601Z00. sac Z6.sac

These synthetics represent the recordings ofiamal earthquak by a nodern set of
broadband seismic stations. The traces generated are presented in Figure 2.

|
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‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ ‘ —
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o |

X 1042

Fig. 2. Record section plot of the synthetics
To unsacponB6 one performs the following operations
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HHHH
# create a list of SACfile to be processed
Hit#H#H

ls Z?.sac > cndfil

sacpom®6 -C cnmdfil -PMN 4.0 -PMAX 100.0 -nray 100 \
-A-VMN 2.00 -VMAX 5.00 -R-S

HHHH
# the output in the file ponB6.dsp. consists of
#

#POW6 L C 0 period phase velocity err_phase vel no_peak stack anplitude

# or

#POW6 R C 0 period phase_velocity err_phase_vel no_peak stack_anplitude

#

# the CALPLOT graphics file POWG6. PLT, a control file for do_pom

# named ponB6.ctl, and a shell script POW6CWP
HitHH#H#
rm cmd

the graphic output iPOM96.PLT can be merged with the predicted Rayleighwver

phase velocity values BREGNC.PLT to create th€ALPLOT file by doing

POVBG6CVP
cat POWB6. PLT SREGN\C. PLT > BI G PLT

if the data are for Rayleighaves. Of course an earth model must exist and theoretical
eigenfunction files must va been created. The purpose of doing this here is to indicate

how well the technique works in obtaining correct phase velocities.
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Phase Velocity (km/s)

Period (sec)

Fig. 3. Phase velocity stack valuegdain by model predicted phase velocity dispersion esirvihe
colors indicate the stack value, with red corresponding to the largest. The black symbols represent the
chosen peaks from the stack after @ thmensional searchver the phase velocity - period grid. The
light black curves are the theoretical dispersion values. Note thieultif in identifying the higher
modes.

2.3 Multiple filter analysis

The purpose of this note is tov@op an analytic expression for a Gaussidtered
dispersed surfaceaveinto order to assess the effects of signal spectrum shape on the
dispersion. The impetus for this is the recommendation bgHie (1992) that the instan-
taneous frequencshould be used rather than the filter frequewben determining group
velocity dispersion.Block et al. (1969) and Herrmann (1973) ignored the effect of sur
face waveamplitude spectrum on the interpretation of the results.

Bhattacharya (1983) studied the biafeetf in detail and recommendedawspplica-
tions of multiple fiter analysis to obtain bias free estimates of group velocity and spectral
amplitude. This note follows the presentation by Bhattacharya (19&&ptethat a
Gaussian signal amplitude spectrum will be assumed rather than a linear shape and atten-
tion will be given to the use of the instantaneous frequeimcthe interpretation.The
objectve is to avoid specifying the source signal spectrum.
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Let the dispersed signal mode surface+signal be
1% .
s(t)= — .f A(w)e@ ko (1)
2 3
A filtered signal, resulting from the action of the filterhlon t) is

g(t)= %T I A(w)H(w)e @ 9 dg (2)

For ease in deriving an analytic solution define the filter as
H(w) = e—a(w—w0)2/w02

and approximate the signal in the neighborhood of the filter center frequgasy

1
k(w) =Ko + (w = wy) Us +1 (0= wp)ky”

Pw) = o+ (@ — wo)gy' + 5 (@ = wo) @’
and
A(w) = ,Aoe_y(w_Q)Z/&)o2 e+y(a)0—Q)2/w02
We wsed the definition of groupelocity to introduce Uy =k,' = (dk/dw),,, and note that

A(wg) =A( by construction. Also Af) peaks atw = Q andy controls the width of the
signal spectrum.

Now introduce the change oénablew = wy + X into (2). For a sharp filter cutof at
w=wy + w, Where Hup + w.) = €79/ where Hf + w,) = exp(~a w2/ «f), we hae

1
2T

We
g(t) = = A @t kar*a) J‘ o (@ +2bxre) 4y

2,
where we define
Yy

a i
a= A + R + _ k Ilr — 11} 3
w(z) w(z) 2( 0 %o ) ( )

= pe’ =ag +igy

b:wlg(wo‘Q)‘li(t‘ULo"‘%') (a)

=gdX =b +ib,
c=0
For later use, defingB =t — UL + @'

0
From Abramowitz and Stegun (1965),
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| _J’ aX2+2bX+C)dX_ 1 _\/ S e(bz—aC)/Berf S’/ax+ V%g

Sinceerf (-z)=- erf (z), we havefor g(t)
1

gt = o Apel@0tkar*00) ()
DV LT
b0 b i
@5 erf d/awC + erf d/aa;c ?/_61[%
or
— 1 i(wot—Kor+ep)
g(t) = o A€o (6)

ar(b3—b?)+2abgby ‘34 (b3—b?)+2azbgb

D\/_ ei¥e &+ e &+a

@ierfd/aa)c + erfﬁ/aa)C a [g

At this stage no approximation has been made. If we assume that the filterwg narro
then following Bhattacharya (1983), theaarf termsare replaced by the single real term

Eerf g]p cos3 w%

We @an also write gjtas
g(t)=0(t) €

where O(t) =|g(t)] and 8(t)=arg g(). The extreme positions of® are obtained from
doO/dt=0, The instantaneous frequgris defined atw, =d@/dt. Since time t only enters
into the expression for g(in the wyt term and ing or equvalently the b, we @an shav
that the extreme values @(t) occur when

—agby +abg =0
and that the instantaneous frequersc

Z%RbR +a'b'DD_ -

Z+a 020

=y + 50)0i

w =wyt

At the ewelope maximum, we hee
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b _ br
owgi == == (7)
R

For the special case of a flat signal spectryms,0, bg =0, dwy =0 andb, =0. Substi-
tuting into the expression for the maximum, and the fagtove havefrom (7)

23, bg

r
t—— +@gy=—2b =-

0. ®)

_ ~28y(wo — Q)
y+a
Fdlowing Bhattacharya (1983), consider the use af #alues of theilter parameter,
so that

r _ —23y(wy — Q)
qu =-_ 7L 7

tL-——+ =2a0d
1 Us ytay qow,
and
r -2 -Q
ty— — +gy'= ay(wo )=26\5602
Uo y+as
Subtracting,
1 1 O

O]
tl-tz=-2ay(wo-9)g/+al _y+aZD
O]

But from (7)

-Q
Ja)l:— M (9)
yt+ta
and
-Q
Sy =~ y(wo = Q) (10)
yta;
Thus
tl - t2 = 26\(5(4)1 - 50)2) (11)
and
r t1 -1
thb-—+g=—t 25
2 UO % Oow, — 0wy “2

or a better estimate ofyUs
r
Up= 12
Tt = Swn(ty — )/(Bwy — Swy) + @y’ 12)
Note that we cannot res@\vhe time delay due to the delive d the source phasey'’
but hope that the estimate ofyWy assuming thag,' is closer to the true value than the

simple estimate rft
We havethus paralleled the Bhattacharya formula for invedogroup velocity.

At this stage we hee g from (7) which is an essential component for computing the
correct spectral amplitude.
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&= % Jat)i - t52w2 (13)
By the definition ofd wy;,
by =— & dwy; (14)
Taking the ratio of (7) to (8) solving far, if y # 0, gives
0 0wy [
B f2 N S, 0l
bw, O
Thus
a=t0 (15)
0
br == ardwy (16)
and
Q = wy — bradly (a7)

The analysis presented highlightsesal important aspects of multiple filter analysis.
First, the effect of the source phase on phase and group delay cannot be eliminated using
a sngle seismogram. Second, the spectral amplitude shape eantgkgroup elocity
measurements. This seen in the dependence of the instantaneous fregoenthe
amplitude spectrum. Levshin (19XX) recommends associating the instantaneous fre-
gueny with the group arvia time, but this is not alays efective. One could use the
group times associated with aviilter parameters as deeloped here, but the dii€ulty
of automatically associating the correspondingelepe peaks for diérenta’s is not
trivial. The spectral amplitude estimate is good only whendhis larger as distance
increases.

3. Graphical Interfaces

To assist in the task of selecting phase velocity or ground velocity dispersion points
from the possibilities created by the prograsaspon®6 andsacnf t 96, respectrely,
two interactve dsplay programs were created for the purpose of selecting the desired
SAC file, setting processing parameters, and then inteebctselecting the dispersion
points.

3.1 Test of multiple filter analysis
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The discussion alve shows that the choice o# is crucial to a good estimate of
group velocity and spectral amplitude f€st the use of the prograsacmft96, we gener-
ate synthetics with the following shell script

#!'/ bi n/ sh

set -Xx

HS=40

#t his depth and nodel gives a spectra hole at 33-40 sec
STK=0

RAKE=0

DI P=90

AZ=45

NMODE=10

Hit#HHH

# changing the RAKE to 45 renoves sone of the spectral hole
# =0 Strike slipif dipis 90

# =90 dipslipisdipis 45 -- good hole

HARHHY

cat > dfile << ECF

500.0 1. 000 2048 -1.0 8.0
1000.0 1. 000 2048 -1.0 8.0
2000.0 1. 000 2048 -1.0 8.0
3000. 0 1. 000 2048 -1.0 8.0
4000.0 1. 000 2048 -1.0 8.0
8000. 0 1. 000 2048 -1.0 8.0
ECF

cat > nodel.d << ECOF

MODEL

TEST MODEL

| SOTROPI C

KGS

FLAT EARTH

1-D

CONSTANT VELCCI TY

LI NEO8

Ll NEO9

LI NE1O

LI NE11

HR VP VS RHO QP S ETAP
0 0
0 0

0

AS FREFP FREFS
.0 1.0 1.0
.0 1.0 1.0

40. 6.0 3.5 2.8
00. 8.0 4.7 3.3

o o
o o
© o
o o
o ©
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EOF

Hit#H#H
# Chapter 3
HitHHH

sprep96 - M nodel . d - NMOD ${ NMODE} - HS ${HS} \
-HR 0 -d dfile -L -R

sdi sp96

sregn96

sl egn96

sdpegn96 -R -U -PER -TXT -XLOG -YM N 2.5 -YMAX 5

sdpegn96 -L -U -PER -TXT -XLOG -YM N 2.5 - YMAX 5

pl ot xvig < SREGNU. PLT

pl ot xvig < SLEGNU. PLT

spul se96 -d dfile -D -p -EQ -2 > fil e96

fmech96 -A ${AzZ} -ROT -D ${Dl P} -R ${RAKE} \
-S ${STK} -M) 1.0E+20 < file96 > 3.96

f 96t osac -B 3. 96

cp B0101Z00. sac Z1. sac

cp B0201700. sac Z2. sac

cp B0301Z00. sac Z3.sac

cp B0401Z00. sac Z4. sac

cp B0501700. sac Z5. sac

cp B0601Z00. sac Z6. sac

rm-f B*.sac

for MDEiIinO1234
do
spul se96 -d dfile -D -p -EQ -2 -M ${MODE} | \
fmech96 -A ${AZ} -ROT -D ${DI P} -R ${RAKE} \
-S ${STK} -M 1.0E+20 > 3.96. ${ MODE}
f 96t osac -B 3. 96. ${ MODE}
cp B0101Z00. sac Z1.${MODE}. sac
cp B0201Zz00.sac Z2. ${ MODE}. sac
cp B0301Z00. sac Z3. ${ MODE}. sac
cp B0401Z00. sac Z4. ${ MODE}. sac
cp B0501Z00. sac Z5. ${ MODE}. sac
cp B0601Z00. sac Z6. ${ MODE}. sac
done
rm-f B*sac

The following plots is obtained usirsgcmft96 and the trace at a distance of 4000 km.

sacnft96 -f Z5.sac -PM N 4.0 -PMAX 100.0 \
-a0 100.0 -A-VMN 2.0 -VMAX 5.0 -Ucm-R -S
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This command says to use theGMNe Z5.sac, use the automatically generated del peri-
ods betweert.0 and 100.0 seconds, the filter parameter= 100. 0, contour with abso-
lute amplitudes,-A, and the plot group velocities in the rang® ahd 5.0 km/s. The
input traces units are om, The trace is a Rayleighave -R. Provide a color shaded plot,
-S. The output graphic is in the fidFT96.PLT which is shown in Figure 4.
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Fig. 4. Graphic output of sacmft96. Ar+100 is used.

Figure 5 @erlays the model predicted group velocity dispersion and the modal spectral
amplitudes
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Fig. 5. Overlay of true group velocity dispersion and modal spectral amplitudes on
the sacmft96 output.

3.2 do_mft

The most time consuming part of multipiétefr analysis is the need for manually
selecting the correct dispersion from the program output. This is made easier by the use
of the programdo_mft what permits selection of the EAfile to process, dafing the
trace units and filter parameters, intenaetidentification of modes, choice of phase
match filtering, andsaving of processing results. The following figures presevdraé of
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the menus. One can start the program with the simple command
do nft *

whereby the program looks at all files in the current directory to determine whether the
are SAC files. The result is the initial screen

[ Next Quit Page 1 of 1

MET?S File Selection

Type File

Stnm Crapnn Npts Bytes First Sample Time Dist Proc
BIN Z1.sac

GRNZ1 2 2a48 8824 1978 A1 A1 AA:A1:61.568 5A0 . .88
BIN Z2Z.sac

GRNZ1 4 Z@A48 8824 1978 A1 A1 AA:0AZ2:64.008 1800 . 688
BIN Z3.sac

GRNZ1 4 Z@A48 8824 1978 A1 A1 AA:84:609.008 Zpa0 . a8
BIN Z4.sac

GRNZ1 14 Z\p48 8824 1978 A1 A1 BAA:A6:14.0608 308008 . /88
BIN Z5.sac

GRNZ1 4 2948 8824 1978 A1 A1 BAA:A8:19.40608 48008 . 888
BIN Z6.sac

GRNZ1 4 Z@A48 8824 1978 A1 A1 AA:16:39.8608 8800 . A8

The second screen permits one to define the units andi¢a/réut not change, the con-
tents of the S& headerThe DIST is required.

[[Moxt [ @it zos0c
| Re jeot, R Roturn J Do HFT |

Junics— IS

GRN21 j nPTS | 2048

J CrapNan | z | 1978001 Jan 1,1970 B:66:08.800
m 6 .80068 “ 19788081 Jan 1,1978 B:68:19.668
m 8.P0008 “ 1978801 Jan 1,1978 B:68:23.915
m 6.80008 “ 1970881 Jan 1,1978 B8:14:17.858
j StaLon | 8.88608

| 6z | #.68808

EN 186 . 68608

J b1 | 1.88008

1006 . AARB

e 35.97280

Selecting théddo MFT button, leads to the next stage, whereby one can change the peri-
ods for processing, the filter parameterthe shading, and theawetype UNKNOWN,
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LOVE or RAYLEIGH), and the plotting parameters.

| Return Y Do M1 |
I ninker | 4,880 Junin | 2.860
| Haxper | 198 .608 Junax | 5.808
Jfilpha | 56.880 | x—fixis | Period
B TRUE ) x—ixis | Log
ETTH  RAYLEIGH

If the Do MFT is again pressed, the prograaemfto6 is run in the background to create
three files: the dispersion file, the graphic plot, and anxirilie to the graphicdo_mift
displays this together with processing buttons.

| Hext Quit Z5.sac

RAYLEIGH Hode Action
None Picking Off
Alcm-sec) UCkm/ secd

som

4,00

00

Ze 00
10! 102 1ot 102
Feriod (s] Fericd (s]

One can zoom in on a portion of the dispersion plot:

Version 3.30 3-18 14 June 2012



Surface WaveAnalysis

[ Hext Quit  Fund

RAYLEIGH Mode Action
Fund Auto Picking
Alcm-sec) UCkm/ secd

10! 107 ot
Period (sl Feriod (5]

define the mode and then select the dispersalnes a single point at a timeick or by
finding values near a connected liAato. If desired one mee o the phase matclilter
stage Match

| Next Quit  Fund

RAYLEIGH Mode
Fund
Alcm-sec) am Ulkm/ sec]
S MM T TTT T T TTTTITT
LA
o —
s
10T - : 00—
o
10 Zo0 mlE
o o UL L LU
10 107 1ot 10®
Period (sl Fericd (s]
oo [ Uzoon T ot I 1viocr R eia | Coci

which requires the specification of a single mode. After phase mt&img§ the initial
file menu is updated so that one could perform the multiple filter analysis on the presum-
ably single mode trace.
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[ Next Quit Page 1 of 1

MET?S File Selection

Type File

Stnm Crapnn Npts Bytes First Sample Time Dist Proc
BIN Z1.sac

GRNZ1 Z 2n48 8824 1978 A1 A1 0A:@1:01.508 5680 . A88
BIN Z2Z.sac

GRNZ1 Z 2p48 8824 1970 A1 A1 AA:A2:04.AA8  1AAA.AAA
BIN Z3.sac

GRNZ1 Z 2p48 8824 1970 A1 A1 AA:94:09.AA8 20AA.00A
BIN Z4.sac

GRNZ1 Z 2048 8824 1970 A1 A1 PA:A6:14 .80  3PAN.AAR
BIN Z5.sacr

GRNZ21 Z 2n48 8824 1978 @1 @1 BA:88:19.808 4880 .888 J
BIN Z5.sacs

GRNZ1 Z 2p48 8824 1970 A1 A1 AA:98:19.AA8 4000 .00A J
BIN Z5.sac

GRNZ1 Z 2048 8824 1978 A1 A1 PA:AB:19.8A8 4940 .AAR J
BIN Z6.sac

GRNZ1 Z 2n48 8824 1978 A1 A1 VA:16:39.808 5AAN.0A0

3.3 Recommendations for multiple filter analysis

The example was purposely chosen because the focal mechanism yielded a spectra
hole near a period of 35 seconds. #ue ofa < 100 would hae shown a greater bias in
the group velocity estimate near this peridgvshin et al (19XX) recommended that the
value of o change with distance. As a result of this simptpegiment, the follaing
choices may be adequate for the period range of 4 - 100 sec:

Distance Range a

1000 25
2000 50
4000 100
8000 200

3.4 do_pom

As indicated in §2.2, the output sacponD6 consists of possible dispersioalwes
in the fle pom96.dsp a pdot POM96.PLT and a controlife pom96.ctl. The program
do_pomcontrols the operation afacpon®6 and also permits an easy selection of dis-
persion values. The operationdd _pomis very similar to that oflo_nft since man
routines are shared. The following figures provide guidance on the use of this program.

To dart the program, enter the command

do_pom *
or justdo_pom sacfil es. The program scans all programs listed on the command
line to determine if theare SAC files. The initial menu displayed is
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Next Quit Page 1 of 1

POMZE File Selection

Type File

Stnm Cmpnmn Npts Bytes First Sample Time Dist Proc
BIN Z1.sac

GRNZ1 Z 2n48 8824 1978 @1 91 00:02:84.000 1600 . 888
BIN ZZ.sac

GRNZ1 Z 2p48 8824 1978 @1 91 B0:82:1@.250 1850 . 888
BIN Z3.sac

GRNZ1 Z 2p48 8824 1978 @1 91 B0:82:16.500 11008 . 888
BIN Z4.sac

GRNZ1 Z 2p48 8824 1978 @1 81 B0:82:22.750 1150 . 888
BIN Z5.sac

GRNZ1 Z 2n48 8824 1978 A1 A1 BA:A2:29.808 1200 . 688
BIN Z6.sac

GRNZ1 Z 2A48 8824 1978 A1 A1 BA:@2:35.258 1250 . 688

Initial display If all SAC files are to be click on "SelectALL." If some are not desired,
click "Reject" and then click on the appropriate box. An accepted file is indicated by a
red "X’ and a rejected by an 'X’. When the trace selection is complete, click on the "Do
POM" button at the top.

Next Quit Executing: “home/rbh”PROGRAME.315/bin sacpom96 —C cmdfil -PMIN 4.088608

et [l 0o pon

2.880

HinPer | 4.6868
== 168 .AEB
= 188 ) x—ixis | Period
BTl meviereH

5.880

The second page permits one to define the command line paramesas pamD6f 1.

Wen the "Do POM' button at the top is pressed, the prograns
sacpon®6 is run in the background with the command line indicated in émg top
margin.
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Next Quit Choose a Mode First

RAYLEIGH Mode Action
None Picking Off Clhkmdsac)

1ot 10
Peried (=]

| zoon [ unzoon [ e [ euto [ pick [kestect Bt ]
o B B Ec B B

This appears whesacpon®6 is finished. The user must choose a mode, and then may
engage in interactie lection of dispersion points using the "Pick” or "Auto” modes.
The "Auto" mode uses a rubber-band cursor to select groups of data points. Of course one
may "Zoom" or ""UnZoom." "Exit" indicates that picking is complete and the page
appears:

Next Quit  Saving Dispersion Files

RAYLEIGH Hode Action

Fund Auto Picking Clkmisec)

5.00

1ot 10

Feriod (s]
| _zoon [ Unzoon Qi tode W puto [ Pick [Restart |
Save as rayl.dsp E m

Since the \avetype was defined as Rayleigh on the second menu, the user may choose to
save the picks in theile rayl.dsp, which is in the format for use by thevansion pro-
gramssur f 96 andj oi nt 96.
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4. Data Preparation

Data preparation consists ofdvparts: preparing the SAtrace file for analysis and
performing the analysis. Multiple filter analysis requires that the instrument response be
removed and that the recording be reduced to ground displacement, velocity or accelera-
tion in some frequerycrange.

A typical responseilé representation is in terms of poles and zeros. If sudle a f
exists, pz_file, SAC can be used to reme the instrument response with the feliag
commands:

read SAC file

rtr

t aper

transfer from pol ezero subtype pz file to none freqlinits 0.01 0.02 0.2 0.4
new _SAC file

This operation remas linear trends from the data, and then reesothe compl&
response in the frequgndomain as represented by the pole-zero description. The fre-
glimits, here 0.01 0.02 0.2 0.4 as an example, band pass the signaktt prephasizing

low frequeng and high frequengnoise. Oneshould note these band limits since the dis-
persion points should only be bedd in the frequeng range between 0.02 and 0.20 Hz.

If the program SK& is ot available, one can use the pole-zero with the program
sacfi | t to accomplish the same result.

One should be careful of the meaning of the pole-zero respmsdf fit is obtained
from AUTODRM software, then the pole-zero response i€ $38&rmat will present the
displacement sensitivity in units of counts/micron. If the pole-zero response is desired in
GSE format, then the units are counts/nanomebedieve. Read the manual.

If one uses an FDSN SEED response file with the prograhesp from IRIS, two
files will be created: one a table of the amplitude and the other a table fo the phase
response as a function of frequgn€he evalresp program permits the user to select the
output in units of counts/m, counts/m/sec or counts/m/s/secerose the instrument
response using these tables, one can use the preg@@val r with the SAC file.

It is up to the user to kmowhat the units actually are for the response. This is essen-
tial for source studies. The prograio_nft permits the user to dee the units of the
trace after response correction. One must just be very careful and consistent.

Instrument correction prior to phase velocity stacking is only required if the sensors
have dfferent responses.

For the program to wrk, the SAC file must hae te time of first sample, origin time,
distance and azimuth fields filled. If one usesCS#&d fills the @ent and station lati-
tudes and longitudes, these latteo alues will be computed automatically.

The final step before uerting for earth structure is to nggr the output oflo_pom
and/ordo_nft into asurf96 dispersion file. Therayl .dsp or | ove. dsp are
already in the correct format:

Version 3.30 3-23 14 June 2012



Computer Programs in Seismology - Crustal Structue Inversion

SURF96 RC T O 25. 28 3. 54550 0. 00190 5. 9999
SURF96 RC T O 25.92 3. 57580 0. 00300 5.9998
SURF96 RC T O 26. 95 3. 60610 0. 00160 5.9999
SURF96 RC T O 27.68 3. 63640 0. 00080 6. 0000
SURF96 RC T O 28. 44 3. 66670 0. 00330 5. 9998
SURF96 RC T O 29. 68 3. 69700 0. 00270 5.9999
SURF96 RC T O 30. 57 3.72730 0. 00150 6. 0000
SURF96 RC T O 31.51 3. 75760 0. 00030 6. 0000
SURF96 RC T O 32.51 3. 78790 0. 00130 6. 0000
SURF96 RC T O 33. 57 3. 81820 0. 00310 5.9999
SURF96 RC T O 35.31 3. 84850 0. 00200 6. 0000
SURF96 RC T O 36. 57 3. 87880 0. 00080 6. 0000

However the output ofdo_nf t is not in thesur f 96 format. Thefollowing lists three
lines from a le, BLONMBHT.dsp, created by answerinyES to the Save query in
do_nft. The \ represents an extension because of thg ooduimns in the output.

MFT96 L U O 42 3.91380 0.22821 2819.1001 76.3 3.6300e-04 37.540001 \
-118.879997 39.171902 -86.522202 0 1 41.119999 COMVENT: BLO BHT 2007 163 7 23
MFT96 L U O 40 3. 81550 0.20656 2819.1001 76.3 3.8180e-04 37.540001 \

-118.879997 39.171902 -86.522202 0 1 39. 340000 COMVENT: BLO BHT 2007 163 7 23

The columns of this output represent the following:

1 MFT96 tag 9 source-to-recefer azimuth 18 COMMENT

2 Rayleigh or Lae 10 Foectral amplitude (cm-sec) 19 Stationcomponent, date
3 U for group \elocity 11 Event latitude

4 Mode (0 for fundamental) 12 Event longitude

5 Period (sec) 13 Stationatitude

6 Group velocity (km/sec) 14 Statiorlongitude

7 Error in group elocity* 15 Flag to represent peak

8 Distance km 16 Instantaneoyseriod

The reason for thisxéensve autput which is much more than required by the f 96

format, is that one may wish to use the spectra amplitudes to estimate source properties or
attenuation, or one may wish to incorporate the measured dispersion into a tomographic
study The error is group velocity is not a true eysimce the dispersion is based on only

one obseration. Sincehe Gaussianilfer has a longer impulse response at longer peri-
ods, a reading error could be associated with a misplaced maximum - the number com-
puted here assumes that thed¢réime can be mis-measured by one filter period.

The table gien above @n be easily carerted into thesur f 96 format by usingawk,
a dandard utility on UNIX/LINUX systems, in a simple example:

cat GR\N21Z.dsp | \
awk '{ printf "SURF96 % % X % % % %\n", $2, $3, $4, $5, $6, $7}’

which extracts

SURF96 R U X 0 85 3.98400 1.34900
SURF96 R U X 0 80 3.96800 1.26000
SURF96 R U X 0 75 3.95300 1.17200

from theGRN21Z. dsp file.

To combine different dispersion files, e.g., forueoand Rayleigh, one just concate-
nates them together using the UNE4t or the DOSCOPY command into one file, per
haps calledli sp. d.
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5. surfo6

The progransur f 96 is based on the prograsur f initially written by David Rus-
sell in 1985. The use of thewmesur f 96 andnodel 96 file formats was incorporated
into the nev version. In addition, the graphics interface was imgdoto enhance the
visualization of the iwersion success in fitting the data.

5.1 Interactive @ntrol file setup

The following example shows the interaetidalog for the case that the dispersion
file and initial earth model file do not exist. If either or both exist, then just entalethe f
name and the program proceeds. The user input is indicated it ithéont.

surfo6
Enter h,dcl,dcr
h = fraction change in period to get group vel
(0.005 is reasonable)
dcl, dcr are phase velocity increment in root
search for Lue and Rayl respectely
0.005 0.005 0.005
Enter 1 if variance based on residual or
0 if variance based on obs std err

Ent er maxi num nunber of Love gamma nodes to process
0 means DO NO PROCESS LOVE gamma dat a

Ent er maxi num nunber of Love Phvel nodes to process
0 means DO NO PROCESS LOVE phase vel data

Ent er maxi num nunber of Love Govel nodes to process
0 means DO NO PROCESS LOVE group vel data

Ent er maxi num nunber of Rayl gamma nodes to process
0 means DO NO PROCESS RAYL gamma dat a

Ent er maxi num nunber of Rayl Phvel nodes to process
0 means DO NO PROCESS RAYL phase vel data

Ent er maxi num nunber of Rayl Gpvel nodes to process
0 means DO NO PROCESS RAYL group vel data

Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from Vp
1
Enter nane of nodel file
modl.d
Interactively setting up initial nodel file:
nod| . d
Is nmodel flat (0) or spherical (1)
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0
Enter descriptive title for this node
Test model
Enter d, a, b,rho, qa, gb
d=0.0 or EOF indicates halfspace and end of input
406 3.52.5100 100
084.7 3.3 1000 1000
Enter nane of dispersion file
disp.d
Enter ilvry,iporg,imode,per,val,dval
ilvry=1(Love)
=2(Rayleigh)
iporg=1 (phase velocity km/s)
=2 (group velocity km/s)
=3 (gamma 1/km)
imode (mode number) e.g., O=fundamental, 1=first
per=the period
val=dispersion value, velocity or gamma
dval=error in dispersion value
(Enter 1.0 if stderr from residuals)
NOTE: Enter all zeros or getive © terminate input
11010.0350.01
12015.03.60.01
22020.03.00.01
000000

If this is successful, then the initial program menu will be presented. Before presenting
this, the requested input in the initial setup must be described.

Enter h, dcl, dcr

Determination of surface avedispersion requires a search in the frequenghase
velocity space of the suate-vave period equation. Is is kmothat all surface ave
modes are bounded at thevlend by some fraction of the smallest sheawevelocity,
or in the case of a surface fluid laytre lowest compressionalawevelocity. The upper
bound of the dispersion for &&d period, is the halfspace sheavevelocity. dcl and
dcr are the search increments to find the roots of the period equation. If these numbers
are too large, modes may be missed by jumping past them. If the numbers are too small,
computations taktoo long. The alue of0.005 km/sec are acceptable for crustal studies,
but could be made smaller when studying dispersionwnJelocity sediments.

The parameteh is used to compute group-velocity partial datives. For example,
0U/ dVs can be computed by using/ 0Vg(f) andoc/ oVg( (1 +h)f). The recom-
mended value d.005 seems adequate.

Enter 1 if variance based on residual or
0 if variance based on obs std err

This relates to the computation of confidence limits in the earth model and also the
weighting of the individual dataCurrently only the surice vavedata permits a taiba-
tion of the confidence of grobservation.

Ent er maxi num nunber of Love gamma nodes to process
0 means DO NO PROCESS LOVE gamma dat a
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This sequence of 6 questions permits the usen@tisubsets of the data contained
within the dispersion file.

Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from Vp

The first option,0 was introduced for the special case ofastigating recerer func-
tion in deep soil layers for which the P-velocitasvknown. The second cade,itera-
tively inverts for the S-vavevelocity and then updates the P-velocity using the Vp/Vs
ratio of the initial model; the medensity is computed from the we/p using the Nafe-
Drake relation.

After this the names of the earth model file and disperd®mémes are requested. If
the files do not exist, then there interactrely constructed. Once this is done interac-
tively, the format of each is correctly prototyped and the user may use an editor to modify
the files faster than using this interaetdalog.

5.2 Main menu

SURF96 MENU
0- Display nmenu 24- ASCII Q Resolving (file name,lanm
1- Run Dispersion 27- ASCI|I Vel oc Dispersion (file nane)
2- Run Velocity Inversion 28- ASCI| Model File (file name, |am
3- Run Qbeta) Inversion 29- ASCI|I Vel Resolving(file name,|an
4- Run Sinmultaneous Vel oc-Q Inversion 30- (0) Fix Vp,(1) Fix Vp/Vs
5- Set Thick(0)/Velocity(1l) Inversion 31- Change dd(i), enter i,dd(i)
6- Update Mddel (need |am 32- Enter Danping Factor (lam
7- Plot RFTN Dispersion/Velocity Mdel 35- Inversion: (0) Non-Causal (default)
8- Plot Ganma / Qb inverse Model (1) Decoupl ed Causal
9- Plot Resol ution Kernel (2) Coupl ed Causal
10- List Singular Values 36- Smoot hing: (0) G obal reset none
11- Ganma Data Partial Derivatives (1) dobal reset diff
12- Ganma Data Di spersion 37- Reset Nunber of Iterations
13- List Q Model (need |an 38- Tenporary End

14- (beta) Resolving Kernel (need |lan) 39- Permanent End
16- Velocity Data Partial Derivatives 40- Enter Sigv mnimum

17- Velocity Data Di spersion 41- Enter Sigg m ninmum
18- List Velocity Mdel (need |am 45- Show Vel ocity Weights
19- Vel ocity Resol ving Kernel s(need | am) 46- Show Q nv Wi ght s

22- ASCI| Ganmma Dispersion (file name) 47- Show | nversion Controls

23- ASCII Qbeta) File (file name,lan) 48- Mdify Individual Layer Snoothing
Enter Conmmand at READY Pronpt

ready

This menu appears once the contitd sobs.d exsts. If the dispersion and initial
model do not exist, then error messages will appear.

This menu is hopefully selfxplanatory Entering one of these numbers at tleady
prompt causes an action. Actiofis, 46 and47 present other menus.

If 45 is entered, and the no smoothing option was chosen,3&.gujth option O,
then the velocity weights shown are
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V Model Weighting Paraneters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Lyr 1 5.00 | 8 1.00 Lyr 1 40. 00

2 1.00 Lyr 1 10. 00 | 9 1.00 Lyr 1 45. 00

3 1.00 Lyr 1 15. 00 | 10 1.00 Lyr 1 50. 00

4 1.00 Lyr 1 20. 00 | 11 1.00 Lyr 1 55. 00

5 1.00 Lyr 1 25.00 | 12 1.00 Lyr 1 60. 00

6 1.00 Lyr 1 30. 00 | 13 1.00 Lyr 1 60. 00- 9999. 00
7 1.00 Lyr 1 35.00 |

Lyr - get velocity change at boundary
Lyr - get velocity in |layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

Here the weight, DD, is indicated together with the depth range in the model that it
applies to. ® permit significant change in the model velocities in the 45-50 km depth

range, one would just enter from the command line
surf96 31 10 100

or interactvely
r eady
31
13 layers: 1-13 for Vs 13-26 for Qbinv
Enter i
10
Current dd( 10)= 1.
Enter Nev dd( 10)
100
ready

If differential smoothings used36 with option1, then one would see

V Model Weighting Paraneters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Bdy 1 5.00 | 8 1.00 Bdy 1 40. 00

2 1.00 Bdy 1 10. 00 | 9 1.00 Bdy 1 45. 00

3 1.00 Bdy 1 15. 00 | 10 1.00 Bdy 1 50. 00

4 1.00 Bdy 1 20. 00 | 11 1.00 Bdy 1 55. 00

5 1.00 Bdy 1 25.00 | 12 1.00 Bdy 1 60. 00

6 1.00 Bdy 1 30. 00 | 13 1.00 Lyr 1 60. 00- 9999. 00
7 1.00 Bdy 1 35.00 |

Bdy - get velocity change at boundary
Lyr - get velocity in |layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

The display is slightly different, since the DD(I) controls the changeliwcity across a
boundary This display shows the depth of that boundafg emphasize a Moho at a

depth of 35 km, one would use
surf96 31 7 100
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The end of these listing also so the snemmands for changing the parameters in
each layer.

The menu produced using optidii summarizes the current processing parameters.

I nversion controls for surf96
Cmd  Val ue Descri ption

1 1 Variance based residual of fit
0 Variance based on observed std observation
2 Maxi mum nunber of Love nodes to use
2 Maxi mum nunber of Rayl ei gh nodes to use
5 Current iteration
-1 Nunber of receiver functions to be inverted
2 2 last inversion for Vs

3 last inversion for Qinverse
4 last inversion for Vs-Q inverse

5 1 0 Layer thickness inversion

1 Layer velocity/Q inversion
32 1. 000 Danpi ng val ue (default value 1.0)
35 0 0 non-causal Vs - Qrelation (default)

1 Decoupl ed causa

2 Fully coupl ed causa
36 1 0 No snoot hi ng constrai nt

1 Differential snpothing constraint
40 0. 0500 Std error of fit floor for velocity disp
41 0.500E-04 std error of fit floor for gamma disp

Use nenu command cnd to change val ue

A few @ntrol parameters listed cannot be changed intgghctiThey are defned
during the initial creation of theobs. d control fle. Other parameters can be changed
during the iteratie inversion.

Version 3.16 introduced a wechoice for option36 and changes the meaning of this
option slightly When the program is initially interaedly started, differential smoothing
is assumed. At antime a36 with choiceO will force a no-smoothing iwersion on all
layers, a36 with choicel will force a differential smoothing on all layerscept the bot-
tom layer.

A new qotion 48 - Modify Individual Layer Smoothing was dso introduced. The pur
pose if this is to fine tune the type of smoothing foneeglayer or boundary by switch-
ing between smoothed and non-smoothed layers/boundaries. With this option ame can f
a layer velocity and still permit smoothing else where.

5.3 Program operation

The program can be run interaety or from the command line.df repeated runs or
to reproduce a run running from a command line may be eespexcially if the sequence
of commands is placed in a shell script (bat&)For repeated runs or to reproduce a run
running from a command line may be egssspecially if the sequence of commands is
placed in a shell script (batch file). The only slighteténce is that creation of the output
file in interactve node, Option28 asks the user for a command text to be placed in the
nodel 96 header.
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6. Example

This example uses the same dispersion information presented in Chapter 3 and the
same rec®er functions presented in Chapter 4. These synthetic data sets were created for
the single layer\er a halfspace model

MODEL

TEST MODEL

I SOTROPI C

KGS

FLAT EARTH

1-D

CONSTANT VELOCI TY

LI NEO8

L1 NEO9S

LI NE10

LI NE11

HR VP VS R

40 6 3
0 8 4

P QS ETAP ETAS FREF REF
5 200.0 100.0 0.0 0.0
3 0.0 0.0

PF
2 1.0
900. 0 500.0 1.0

PEO

0
0

To demonstrate operation of the program, the following shell script was run. It is assumed
that the controlife j obs. d and the initial earth model, dispersion and nesdiunction

files exist in the current directorihe contents gfobs. d are
0. 00499999989 0. 00499999989 0. 0.00499999989 O.
1 2 2 2 2 2 2 0 1 0

nmodl . d
../ MKSURF/ di sp. d
rftn.lst

The initial modelpodl . d consists of a halfspace -
MODEL
TEST MODEL
| SOTRCPI C
KGS
FLAT EARTH
1-D
CONSTANT VELOCI TY
LI NEO8
LI NEO9
LI NE1O
LI NE11
HR VP VS RHO QP @S ETAP ETAS FREFP FREFS
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.0 0.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.0 0.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.0 0.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.00.0 0.0 1.0 1.0
5 84.71 3.3 0.0 0.0 0.0 0.0 1.0 1.0
0 84.72 3.3 0.0 0.0 0.0 0.0 1.0 1.0
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#!/ bi n/ sh

HitHH#

# cl ean up
HitHH#

surf96 39

HHH##

# define danpi ng
HHH#H#

surf96 32 1

HHH#H#

# Sel ect differential snoothing
R

surf96 36 1

HitHH#

# set up repeated run for 5 iterations
HitHH#

surf96 1 26126126 12612612

HHH##

# pl ot the nodel and show the data fit after 5 iterations
HHH#H#

srf phv96

plotnps -EPS -K -F7 -WO0 < SRFPHV96. PLT > figsrfl.eps

#HHHH

# save current node
HitHH#

surf96 28 nodl . out

HHH#H#

# conmpare the individual nodels fromthe inversion
# to the true node

HHH#H#

shwnnd96 -K 1 -WO0. 05 nodel . true
my/ SHAMODO6. PLT T. PLT

shwmd96 -K -1 tnpnpd96. ???
m/ SHAMOD96. PLT | . PLT

cat T.PLT |.PLT > I T. PLT
plotnps -EPS -K -F7 -WO < |IT.PLT > figsrf2.eps

The command sequence
surf96 1 26 126126 12612612

sets up ife complete iterations consisting dfcomputing the partial desatives, 2 per-
forming the singular value decomposition, ahdipdating the model. The output for
these iterations consists of the following:
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Di spersion
Di spersi on
Di spersion
Per cent of
RMVS change
| TERATI ON

Di spersi on
Di spersion
Di spersion
Per cent of
RMS change
| TERATI ON

Di spersion
Di spersion
Di spersi on
Percent of
RMS change
| TERATI ON

Di spersion
Di spersi on
Di spersion
Per cent of
RMVS change
| TERATI ON

Di spersi on
Di spersion
Di spersion
Per cent of
RMS change
| TERATI ON

Di spersion
Di spersion
Di spersi on
Per cent of

fit (vel) std err
fit (vel) nean resi dual
fit (vel) avg |residual|:

Signal Power Fit (Disp)
in S-wave vel ocity nodel
1 done: UPDATI NG V

fit (vel) std err
fit (vel) nean resi dual
fit (vel) avg | residual|:

Signal Power Fit (Disp)
in S-wave velocity nodel
2 done: UPDATI NG V

fit (vel) std err
fit (vel) mean resi dual
fit (vel) avg |residual |:

Signal Power Fit (Disp)
in S-wave velocity nodel
3 done: UPDATI NG V

fit (vel) std err
fit (vel) nean resi dual
fit (vel) avg |residual|:

Signal Power Fit (Disp)
in S-wave vel ocity nodel
4 done: UPDATI NG V

fit (vel) std err
fit (vel) nean resi dual
fit (vel) avg | residual|:

Signal Power Fit (Disp)
in S-wave velocity nodel
5 done: UPDATI NG V

fit (vel) std err
fit (vel) mean resi dual
fit (vel) avg |residual |:

Signal Power Fit (Disp)

0.3089 (km's)
-1.0676 (km's)
1.0676 (knis)
89. 05252% f or 68
1.2439 kni sec

0.2187 (km's)
0. 3442 (kn's)
0. 3443 (kni's)
98. 77078% for 160
0. 3918 km sec

0.1029 (knis)
-0.0178 (km's)
0.0776 (km's)
99.91705% for 152
0. 0656 kni sec

0.0773 (km's)
0.0140 (kns)
0. 0575 (kn's)
99. 95382% for 156
0. 0519 km sec

0. 0590 (kns)
0. 0058 (kn's)
0.0426 (kni's)
99. 97384% for 158
0. 0307 km sec

0.0484 (kni's)
0.0037 (kni's)
0.0345 (kni's)

99.98243% for 158

SW Cbs

SW Qbs

SW Obs

SW Cbs

SW Qbs

SW Obs

This display shows the interation numbard parameters describing the degreatof f
to the data. The best fit is defined as that for which the Dispersion fits are 0.0 and the Per
cent of signal power fit is 100%.

Option1 computes the predictions and partial daves for the current modelThe
dispersion information is summarized byej the mean difference between observ
and predicted dispersion, the standard error of fit and the L1 norm of the fit.

The changes in the model obtained for the current model can be segakiygn
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surf96 18
I N\VERSI ON FOR S- VEL
Esti nmated data standard dev.: 0.833521664
RMS nodel perturbation: 0.0159389861
DEPTH THI CKNESS S-VEL SIG DELVL RESL in H DEL (VEL)
2.5000 5. 0000 3.4950 0. 654E-02 0. 105E+02 0. 0068
7.5000 5. 0000 3.5062 0.544E-02 0. 119E+02 0. 0083
12. 5000 5. 0000 3.4790 0.433E-02 0.167E+02 0. 0062
17. 5000 5. 0000 3.4235 0. 393E-02 0. 227E+02 -0. 0025
22.5000 5. 0000 3.3920 0.420E-02 0.263E+02 -0.0160
27.5000 5. 0000 3. 4587 0.470E-02 0. 282E+02 -0. 0255
32. 5000 5. 0000 3.6673 0.523E-02 0. 287E+02 -0. 0210
37.5000 5. 0000 3.9783 0.575E-02 0. 275E+02 -0. 0025
42. 5000 5. 0000 4.2958 0. 609E- 02 0. 249E+02 0. 0198
47. 5000 5. 0000 4.5383 0.609E-02 0.217E+02 0. 0358
52. 5000 5. 0000 4.6730 0.565E-02 0.239E+02 0. 0411
57. 5000 5. 0000 4.7023 0.493E-02 0. 200E+02 0. 0356
62. 5000 0. 0000 4.6551 0.462E-02 0.516E+01 0. 0214

This display shas that the sheawavevelocity of the first layer would be increased by
0.0068 km/sec for the current damping val@8)( Onecan look at the model graphi-
cally using optiorv or 9.

This script created tw figures after the 5 iterationgrigure 6 shows the starting
model, the current model and the observed and predicted dispersion.

050 160 k0 a.00 S LOVE = RAYLEIGH
I I I I o o
6.50 f—
o mmmm
13.00 [— o Y © 0°°
0 ™ o°
~< o ~< o
19.50 |— U) e U)
~ ~
= =
26.00 f— x x
<, <,
Torso > 2 >
- =
039 00 |— O O
(@) (@)
45.50 — d u0_> d 2
> ot >m
52.00 f—
58.50 f— a N A
o o
O_ n
T o T T TTT] T T T 1
_ Current 10! 10
____ Initial PERIOD PERIOD

Fig. 6. Output using Option. Dispersion data are indicated symbols. Predictions by the solid curves.

The earth models created at each iteration aredsand numbered with the iteration:
t mprmod96. 000, ..., t npnod96. 005. Since the true model is kam, Figure 7 com-
pares the true answer with the result of each step of\lesion.
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S-Velocity (km/s)
2.40 3.00 3.60 4.20 4.80

0lll|lllll|llll|lllll|llll

10

20

30

Depth (km)

40

—

50

Fig. 7. True model, solid black line; iteration models, red is initial, and blue is the final model.

Figure 8 presents the resolution kernel corresponding to the last computed model. The is
obtained using optiof from within the program or the command line

surf96 9

Velocity/Q Inverse Model and Resolution
(Red/dashed=current,Blue/solid=next)
Damping=1.000E+00

VS (KM/S) NORMALIZED RESOLUTION MATRIX
428

Fig. 8. Resolution kernels. Note this depends on the damping value. For a smog#istahinthe kernels
will not be symmetric.

Version 3.30 3-34 14 June 2012



Surface Wave Analysis

7. Discussion

The simplest &y to run the program is just to try a sequence of commands of the
form

surf96 1218 6
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CHAPTER 4
INVERSION OF RECEIVER FUNCTIONS

1. Introduction

A property of elastic wvepropagtion in an isotropic medium is that P or S¥wss
incident at a medium boundary are wented to P and SV aves ypon reflection or trans-
mission. This property leads to complicated surface recordings for a layered medium.
The recarer function is a time series constructed from theam#rfrecordings in a manner
that focuses on the layered structure itself.

Consider the surface 3-component recording of a distant earthgsa&h as the
traces shown in Figure 1.

Fig. 1. SLM recordings of the destruei August 17, 1999 earthquakn Turkey. A
total of 3600 seconds of ground motion is displayed. Note the small amplitude |of the
initial P waves.

The initial P-wave motion, shown in Figure 2, demonstrates the complexity of the
motion, which is the composite effects of the source, the 84° propagation path, and the
local structure beneath St. Louis, Missouri. Thartical component has the dgst
amplitude, with the radial motions less than one-half the vertical. The transverse compo-
nent motions areven smaller. For an ideal earth model, the transverse componeuntdwy
be zero and the radial a fraction of the vertical, due to the teleseismavd3-wear
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vertical incidence at the surface.

www

Fig. 2. Plot of initial P-\avemotion at SLM.

We @n ask an interesting question though, "What are the transfer functions that
would corvert the vertical component signal to the radial and horizontal component sig-
nals?"

S VRN

—_— A ————

Fig. 3. Plot of Z- R and Z- T transfer functions.

2. Joint Inversion Mathematics

3. Data Preparation
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3.1. DataOrganization

The basic idea gerning recever-function data ayanization is to group the signals
into "clusters" that sample the same structure. Most observations are also naturally clus-
tered by the distance and azimuth of appropriate sources.

Wawes approaching a seismometer from different directions may sample \fery dif
ent structures. An extreme example is shown to the right.

At most stations, the structure varies with azimuth aed & the simplest cases, the
response can vary with distance from the station.

We wsually group the observations by azimuth, then distaneesduk, or aerage,
waveforms from the same azimuth and distance range, although at times, whewethe co
age is very broad, studying the response as a more continuous function of azimuth or dis-
tance is a nice way to study the structure.

3.2. Instrument Responses and Gains

For the Rftn analysis, you need three-component observations, preferably with a wide
bandwidth. If the instrument response of the components is matched, you deentat ha
remove the instrument effects before proceeding, but you must insure thaaitieage
equalized before proceeding to the reeefunction decowolution. To correct for difer-
ences in instrument gain, use the scalaisdin command "div" in SAC. If the instru-
ments are not matched, you should reena replace them with a set of uniform instru-
ment responses, which you can do with the "transfer" command in SAC.

For example, suppose | had three seismograms from SNZOvemyz myeent.n
myevent.e The instrument responses for the station are matched, witkctiqaien of a
small variation in the gin. To remove the slight difference, | wouldxecute the follaving
SAC commands:

r myevent.e nyevent.n nyevent.z
di v’ 6. 465442 6.478608 6. 307450
w over
The gains are actually the values aba 10713, lut the constant factor doesmatter,

only the variable coétient.

3.3. SAC Header Values

Once you hee the instrument responsevked out, you next need to supply the infor
mation necessary for $Ato rotate the horizontal seismograms into the theoretically
based radial and tangential directions. Speadlf, you set seeral header variables in
each of your wvdorms:

* The event latitude and longitude
* The component azimuth
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» The component incident angle

To st these values for each seismogram, you use the change header command:
SAC Comands Comment s

r ny_sei snmogram read in the seisnmogram
ch evla

ch evlo __ change header val ues
ch evdp (fill in the bl anks)
ch cnpaz

ch cnpinc

wh Overwrite the header

The "r" command reads the seismogram into memfmg "wh" command writes the
headersaving the appropriate information. Once this information is stored in the header
SAC will automatically compute the distance and back azimuth of the observation. Lati-
tude is positie rorth of the equatoidongitude is positie east of Greenwich, England.
Enter the numbers in decimal degrees. The cmpaz is the component azimuth also in deci-
mal degrees, north is 0°, east is 90 °, etc. After yme nade these additions to theef
header values, you can wighe great-circle distance and back azimuth using the "lh"
command

| h gcarc baz

3.4. Windowing the Data

The final data-preparation stage consists of windowing thawfevm from the pre-sig-

nal noise and the rest of the seismic signal. The amount of record that you use depends
somevhat on the seismogram. You want to isolate theakderm from the remaining

signal. For the usual teleseismic distances (30° to 95°) you are usually safe by using

about 60 seconds of signal "leader" and 60 seconds of signal following the onset of the P

wave. The precise duration can vary if needed, these are typical values. At times details

in the estimated recedr function may be sensie o substantial (10s of secondsana-

tions in length, and you can get a feel for the variations by companegkskengths of

signal during the source equalization procedure.

To aut the desired part of the seismogram fronCSAou use the "cut" command. The
SAC time reference system is based ot whfferent times. A reference time which is
stored in the header "kzdate and kztime" and the begin time of the trace. For-our pur
poses, the begin time is most important, since we will use that value to reference the cut.
Suppose that the Paveonset occurs at about 80 seconds into the seismogram, then we
would want to windw the signal between 20 and 140 seconds.addb should remee

the mean and taper the ends of the signavéaaignal processing artifacts later in the
processing. The following SAcommands with perform the desired operations.

r mysei snmogram e nysei smogram n nysei snogram z
qdp off

pl

cuterr fillz

cut 20 140

r

r mean

w over

Normally if a cut lies beyond the bounds of the dataC 34l report an error and the bad
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start cut and/or end cut will be replaced with the file begin and/or file end. Further auto-
matic use of the trace output will be in err@ihe cuterr fillzwill avoid this error by plac-

ing zeros at the beginning and/or end of the trace. This isagatisf unless the file has a

DC offset, in which case an undesirable discontinuity may be introduced. In this case
read the file first, rema the mean, then ga the file.

Once the data are winded, we are ready to calculate the the radial and tangential
recever functions. See the Source Equalization Page for a discussion of the procedure.

3.5 A SAC Macro For Pre-Processing Raw Obsefations

If you hare mary wavdorms to prepare, the ab® will get tiring. Here is a S& macro
that | hae uised to handle cutting, detrending, tapering, and separating noisyailmsev
from the better signals. The data are storedlés hamed: *BHZ, *BHN, *BHE, where
the * means "whatex". Make a drectory with a cop of your obserations (Dataifes
will be overwritten if you eecute this macro - ark with a coy of the data!) and>@cute
this macro.

The macro is interacte - you will be picking the approximate P onset from tleetical
component using the PPK command in SAC. When the cursor appears, place it at the P-
onset time and enter "t" "0" (thath zro) to set the t0 headealue. Enter "g" to go onto

the next part of the macro, where you decide whetheed¢p ke data or me them into

the "Noisy" directoryYou only need to identify the time the time within & fseconds,

don't agonize wer precision.

If the data are all noisyust enter "q" and then enter an "t" later toventhe signal to the
"Trash" directory.

The mean and a trend are ramabfrom the obsemtions and a cosine taper is applied on
the left and right fifth (about 25 seconds if yoeek the time limits in the macro) of the
signal.

You must edit the "div" line to put in the correct instrumeaing, or just delete that line
and correct the gains later.

The SAC Macro Comment s

sc nkdir Trash Make directories.
sc nkdir GoodOnes

qdp of f

ygrid on

do file wild *BHZ Key on the

setbb vert $file vertical...

setbb east ' ( CHANGE 'BHZ' 'BHE %vert )’

setbb north " ( CHANGE 'BHZ' ' BHN %vert )’ Synchroni ze the

r %ert % ast % orth file start tines.
synch

W over

r %ert Pick the P onset &
r mean mark it in the
rtr header .

ppk

setbb t0 &1,t0 Cut the data 60 s
r %ert % ast %orth before and 90 s

Version 3.30 4-5 14 June 2012



Computer Programs in Seismology - Crustal Structue Inversion

ch t0 %0 after the P onset.
W over

cuterr fillz

cut t0 -60 t0 +90

r %ert % ast % orth Renove the nean, a
r rean trend, and correct
rtr the gain of each
taper w 0.2 i nstrunent.
div 6.307450 6.465442 6.478608
w over
pl
setbb resp (REPLY "Enter t to trash the file") Move the files into
if %esp eq "t" then the directory
sc mv Wert Trash "GoodOnes" if they
sc mv %ast Trash | ook usabl e, or
sc nv % orth Trash into "Trash" if
el se they | ook really
sc mv %ert CGoodOnes bad.
sc nv %ast CGoodOnes
sc nv %orth GoodOnes
endi f Turn cut off and do
cut off t he next one.
enddo

3.1 Data Selection

3.2 Data Preparation

3.3 lterative Decorvolution

4. rftn96

Operation of the program requires thaseence of the obs. d control file, a s
face-wavedispersion file, and the list of the reesifunctions to be werted. If none of
these exist, the program will permit the user to interactieate the files.

4.1. Data preparation

The recerer functions must be prepared as described in Chaptiérigtessential that
the Gaussian filter paramet&rdpha $ be placed in USERO, the ray parameter in USER4
and the receer function delay be mirrored in the B value of theCSkheader for each
recever function.

4.2. Interactive @ntrol file setup

The following example shows the interaetidalog for the case that neither the initial
earth model file nor the list of reser functions &ist. The user input is indicated by the
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italic font.

rftn96
Enter 1 if variance based on residual or
0 if variance based on obs std err

0
Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from Vp
1
Enter nane of nodel file
modl.d
Interactively setting up initial nodel file:
nodl . d
I's model flat (0) or spherical (1)
0
Enter descriptive title for this nodel
Test model

Enter d, a, b,rho, qga, gb
d=0.0 or EOF indicates halfspace and end of input
4063525100100
084.7 3.31000 1000
Enter nane of receiver function file |list
rftn.Ist
Interactively setting up rec&er function file list:
rftn.Ist
Enter receier function SAC binary file name, EOF to end
./MKRFTN/05.rfn
./MKRFTN/10.rfn
CTRLD (for UNIX/LINUX, CTRL Z for DOS)
If this is successful, then the initial program menu will be preseretore presenting
this, the requested input in the initial setup must be described.
Enter 1 if variance based on residual or
0 if variance based on obs std err
This relates to the computation of confidence limits in the earth model and also the
weighting of the individual dat&Currently only the surface awvedata permits a taiba-
tion of the confidence of grobservation.

Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from Vp
The first option,0 was introduced for the special case ofastigating recerer func-

tion in deep soil layers for which the P-velocitasvknown. The second cade,itera-
tively inverts for the S-vavevelocity and then updates the P-velocity using the Vp/Vs
ratio of the initial model; the medensity is computed from the weV/p using the Nafe-
Drake relation.

After this the names of the earth modéd,fdispersion and reaadr function list are
requested. If theiles do not exist, then thieare interactvely constructed. Once this is
done interactiely, the format of each is correctly prototyped and the user may use an edi-
tor to modify the files faster than using this intenaetialog.

4.3. Main menu
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RFTN96 MENU
0- Display nmenu 35- Inversion: (0) Non-Causal (default)
1- Run Dispersion (1) Decoupl ed Causa
2- Run Velocity Inversion (2) Coupl ed Causal
5- Set Thick(0)/Velocity(1l) Inversion 36- Smoothing: (0) G obal reset none
6- Update Mddel (need |anm (1) dobal reset diff
7- Plot RFTN Di spersion/Velocity Mdel 37- Reset Number of Iterations
9- Plot Resol ution Kernel 38- Tenporary End
10- List Singular Values 39- Permanent End
18- List Velocity Mdel (need |am 42- Enter Sigr mnimm

19- Vel ocity Resol ving Kernel s(need | am) 43- Joint Weighting: O=RFTN <--> 1=SRFW
28- ASCI| Mdel File (file nane, lanm) 44- 2x RFTN conputation (0) no, (1) yes
29- ASCI|l Vel Resolving(file name,lan) 45- Show Vel ocity Weights

30- (0) Fix Vp,(1) Fix Vp/Vs 47- Show I nversion Controls
31- Change dd(i), enter i,dd(i) 48- Modi fy I ndividual Layer Snpot hing
32- Enter Danping Factor (lam 49- Show RFTN i nformation and wei ght

33- Enter Tmin for RFTN (default -5 s) 50- Change individual RFTN wei ght
34- Enter Tmax for RFTN (default 20 s)
Ent er Command at READY Pronpt
RFTN96 MENU
ready

This menu appears once the contile fobs.d exists. If the dispersion, initial model
and file listing receier functions do not exist, then error messages will appear.

This menu is hopefully selfxplanatory Entering one of these numbers at tleady
prompt causes an action. Actiofis, 46 and47 present other menus.

If 45 is entered, and the no smoothing option was chosen,3&.gujth option O,
then the velocity weights shown are

V Model Weighting Paranmeters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Bdy 1 5.00 | 8 1.00 Bdy 1 40. 00

2 1.00 Bdy 1 10. 00 | 9 1.00 Bdy 1 45.00

3 1.00 Bdy 1 15. 00 | 10 1.00 Bdy 1 50. 00

4 1.00 Bdy 1 20. 00 | 11 1.00 Bdy 1 55. 00

5 1.00 Bdy 1 25.00 | 12 1.00 Bdy 1 60. 00

6 1.00 Bdy 1 30. 00 | 13 1.00 Bdy 1 60. 00- 9999. 00
7 1.00 Bdy 1 35.00

Bdy - get velocity change at boundary
Lyr - get velocity in layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

Here the weight, DD, is indicated together with the depth range in the model that it
applies to. @ permit significant change in the model velocities in the 45-50 km depth

range, one would just enter from the command line
rftn96 31 10 100

or interactvely
r eady
31
13 layers: 1-13 for Vs 13-26 for Qbinv
Enter i
10
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Current dd( 10)= 1.
Enter Nev dd( 10)
100

ready

If differential smoothings used36 with option1, then one would see

V Model Weighting Paraneters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Bdy 1 5.00 | 8 1.00 Bdy 1 40. 00

2 1.00 Bdy 1 10. 00 | 9 1.00 Bdy 1 45.00

3 1.00 Bdy 1 15. 00 | 10 1.00 Bdy 1 50. 00

4 1.00 Bdy 1 20. 00 | 11 1.00 Bdy 1 55. 00

5 1.00 Bdy 1 25.00 | 12 1.00 Bdy 1 60. 00

6 1.00 Bdy 1 30. 00 | 13 1.00 Lyr 1 60. 00- 9999. 00
7 1.00 Bdy 1 35.00 |

Bdy - get velocity change at boundary
Lyr - get velocity in |layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

The display is slightly different, since the DD(I) controls the changeliwcity across a
boundary This display shows the depth of that boundafg emphasize a Moho at a
depth of 35 km, one would use

rftn9é 31 7 100

Version 3.16 introduced a wechoice for option36 and changes the meaning of this
option slightly When the program is initially interaedly started, differential smoothing
is assumed. At antime a36 with choiceO will force a no-smoothing wersion on all
layers, a36 with choicel will force a differential smoothing on all layers except the bot-
tom layer.

A new qotion 48 - Modify Individual Layer Smoothing was dso introduced. The pur
pose if this is to fine tune the type of smoothing fonergiayer or boundary by switch-
ing between smoothed and non-smoothed layers/boundaries. With this option ome can f
a layer velocity and still permit smoothing else where.

The menu produced using optiéi summarizes the current processing parameters.
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Inversion controls for rftn
Cmd  Val ue Descri ption

1 1 Variance based residual of fit

0 Variance based on observed std observation
5 Current iteration
4 Nunber of receiver functions to be inverted
2 2 last inversion for Vs

3 last inversion for Qinverse
4 last inversion for Vs-Q inverse

5 1 0 Layer thickness inversion

1 Layer velocity/Q inversion
32 1. 000 Danpi ng val ue (default value 1.0)
33 -5.000 M ni mum wi ndow for RFTN (default -5.0 s)
34 20.000 Maxi mum wi ndow for RFTN (default 20.0 s)
35 0 0 non-causal Vs - Qrelation (default)

1 Decoupl ed causal

2 Fully coupl ed causal
36 1 0 No snoot hi ng constraint

1 Differential snmoothing constraint
42 0.0500 std error of fit floor for RFTN
44 0 0 Match observed RFTN w ndow

1 Use 2x tines series to conpute RFTN
Use nenu command cnd to change val ue
ready

A few oontrol parameters listed cannot be changed integhctiThey are defined during
the initial creation of the obs. d control fle. Other parameters can be changed during
the iteratve inversion. The most interesting parameter is the "Jowgrgon influence
parametel' option 43 which is used to change the relatimportance of the reoesr
function and surface avedispersion data sets for determining the "best model”

4.4. Program operation

The program can be run interaety or from the command line. For repeated runs or
to reproduce a run running from a command line may be eespexcially if the sequence
of commands is placed in a shell script (batl&)For repeated runs or to reproduce a run
running from a command line may be egsispecially if the sequence of commands is
placed in a shell script (batcie)). The only slight difference is that creation of the output
file in interactve node, Option28 asks the user for a command text to be placed in the
nodel 96 header.

5. Example

This example computes Pawerecever functions for a single layewer a halfspace.
These synthetic data sets were created for the single hagrea alfspace model
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MODEL
TEST MODEL
| SOTROPI C
KGS
FLAT EARTH
1-D
CONSTANT VELOCI TY
L1 NEO8
L1 NEO9
LI NE10
LI NE11
o
0.0 100.0 0.0

0
00.0 500.0 0.0

ETAP ETAS FREF

REFP FREF
0 1.0
0 1.0

i)

0. .0
0. .0

If this model is calledhodel . t r ue, then the commands for create the remefunc-

tions usinghr f t N96 are

#!'/ bi n/ sh
P=0. 10

for CALP in 05 10 25 50

do

case ${CALP} in
05) ALP=0.
10) ALP=1.
25) ALP=2.
50) ALP=5.

5;;
0;;
5;;
0;;
esac
hrftn96
mv hrftn96.sac ${CALP}.rfn
done

-P -ALP ${ALP} -DT 0.1 -D 10.

-RAYP ${P} -M nodel.true -2

To demonstrate operation of the program, the following shell script was run. It is assumed
that the controlife r obs. d and the initial earth model, dispersion and nesediunction
files exist in the current directorihe contents af obs. d are

1 0 0 0 0 0 0 0

nodl . d
rftn.lst

Version 3.30 4-11
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#1/ bi n/ sh

HitH##

# cl ean up

i

rftn96 39

HitHH#

# def i ne danpi ng

HitH##

rftn96 32 1.

i

# Sel ect differential snoothing
HitHH#

rftn96 36 1

HitH##

# define TM N and TMAX for receiver function fit
i

rftn96 33 -5.0 34 20.0

HitHH#

# set up repeated run for 5 iterations
HitH##

rftn6 1 26 126126 12612612
i

# show nmenus

HitHH#

rftn96 0 > nenu00. t xt

rftn96 45 > nenu4b.txt

rftn96 47 > nmenu47.txt

i

# save | ast node

HitHH#

rftn96 28 nodl . out

HitH##

# pl ot resol ution kerne

i

srf phr 96

mv SRFPHRI6. PLT R PLT

plotnps -EPS -K < R PLT > figrfnr.eps

HitH##

# pl ot the nodel and show the data fit after 5 iterations
i

rftnpvoé

plotnps -EPS -K -F7 -WL0 < RFTNPV96. PLT > figrfnl. eps
i

# conmpare the individual nodels fromthe inversion
# to the true node

i

shwmd96 -K 1 -WO0. 05 nodel . true

mv SHWMOD96. PLT T. PLT

shwnpd96 -K -1 tnpnod96. ??7?

mv SHWMOD96. PLT | . PLT

cat T.PLT I.PLT > IT.PLT

plotnps -EPS -K -F7 -WO0 < |IT.PLT > figrfn2.eps

The command sequence
rftn96 1 26 126126 12612612

sets up ife complete iterations consisting dfcomputing the partial desatives, 2 per-
forming the singular value decomposition, ahdipdating the model. The output for
these iterations consists fo the following:
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Processing RFTN Partials for Layer Velocity - W ndow [

I ncP Del ay Dt Rayp Gauss Npts 2x Fit(® Sta
T 10. 00 0.10 0. 100 0.50 512 F 36.8486 RFTN
T 10.00 0.10 0.100 1.00 512 F 34.8793 RFTN
T 10.00 0.10 0.100 2.50 512 F 36.4601 RFTN
T 10. 00 0.10 0. 100 5.00 512 F 38.1616 RFTN

Recei ver function fit std err 0. 010452

Percent of Signal Power Fit (RFTN) 36. 32523% f or

RMS change in S-wave vel ocity nodel 0. 7285 km sec

| TERATI ON 1 done: UPDATING V

Processing RFTN Partials for Layer Velocity - Wndow [

I ncP Del ay Dt Rayp  Gauss Npts 2x Fit(¥% Sta
T 10. 00 0.10 0.100 0.50 512 F 92.4736 RFTN
T 10. 00 0.10 0. 100 1.00 512 F 89.3117 RFTN
T 10. 00 0.10 0.100 2.50 512 F 84.5864 RFTN
T 10. 00 0.10 0.100 5. 00 512 F 82.5842 RFTN

Recei ver function fit std err 0. 002016

90. 29457% f or
0.2156 km sec

Percent of Signal Power Fit (RFTN)
RVS change in S-wave vel ocity nodel
| TERATI ON 2 done: UPDATI NG V

Processing RFTN Partials for Layer Velocity - W ndow [

I ncP Del ay Dt Rayp Gauss Npts 2x Fit(% Sta
T 10.00 0.10 0.100 0.50 512 F 97.6074 RFTN
T 10.00 0.10 0.100 1.00 512 F 96.5370 RFTN
T 10.00 0.10 0.100 2.50 512 F 92.0701 RFTN
T 10.00 0.10 0.100 5.00 512 F 86.1939 RFTN

Recei ver function fit std err 0.001088

Percent of Signal Power Fit (RFTN) 96. 18314% f or

RMS change in S-wave vel ocity nodel 0. 0446 kni sec

| TERATI ON 3 done: UPDATI NG V

Processing RFTN Partials for Layer Velocity - W ndow [

I ncP Del ay Dt Rayp Gauss Npts 2x Fit(® Sta
T 10.00 0.10 0. 100 0.50 512 F 97.8811 RFTN
T 10.00 0.10 0. 100 1.00 512 F 97.4736 RFTN
T 10.00 0.10 0. 100 2.50 512 F 93.5274 RFTN
T 10.00 0.10 0. 100 5. 00 512 F 86.5704 RFTN

Recei ver function fit std err 0. 000958

Percent of Signal Power Fit (RFTN) 96. 77037% f or

RMS change in S-wave vel ocity nodel 0. 0180 kmn sec

| TERATI ON 4 done: UPDATI NG V

Processing RFTN Partials for Layer Velocity - Wndow [

I ncP Del ay Dt Rayp  Gauss Npts 2x Fit(¥% Sta
T 10. 00 0.10 0.100 0.50 512 F 98.0282 RFTN
T 10. 00 0.10 0. 100 1.00 512 F 97.7485 RFTN
T 10. 00 0.10 0. 100 2.50 512 F 93.9118 RFTN
T 10. 00 0.10 0.100 5. 00 512 F 86.3817 RFTN

Recei ver function fit std err 0. 000931

96. 96196% f or
0. 0165 kn sec

Percent of Signal Power Fit (RFTN)
RVS change in S-wave vel ocity nodel
| TERATI ON 5 done: UPDATI NG V

Processing RFTN Partials for Layer Velocity - W ndow [

I ncP Del ay Dt Rayp Gauss Npts 2x Fit(% Sta
T 10.00 0.10 0.100 0.50 512 F 98.2216 RFTN
T 10.00 0.10 0.100 1.00 512 F 97.9625 RFTN
T 10.00 0.10 0.100 2.50 512 F 94.0691 RFTN
T 10.00 0.10 0.100 5.00 512 F 86.1935 RFTN
Recei ver function fit std err 0. 000914
Percent of Signal Power Fit (RFTN) 97.13911% f or
Version 3.30 4-13
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-5.00, 20. 00]
Weight File
2.00 ../ MKRFTN 05.rfn
1.00 ../MKRFTN/ 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
-5.00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
-5.00, 20. 00]
Weight File
2.00 ../ MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
-5.00, 20. 00]
Weight File
2.00 ../ MKRFTN 05.rfn
1.00 ../MKRFTN/ 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
-5.00, 20. 00]
Weight File
2.00 ../ MKRFTN 05.rfn
1.00 ../ MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../MKRFTN/ 50.rfn
4 RFTNs 1004 points
-5.00, 20. 00]
Weight File
2.00 ../ MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
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Option 1 computes the predictions and partial datves for the current model. The
information for the receer functions presents the time windoised for comparison with
the observed, whether theaweis an incident P-ave the time delaysample interval, ray
parameter irsec/km, the $ alpha $ parameter of the Gaussiker,fthe number of data
point in the observed reeer function, whether a $2x$ length series is computeddinl a
Fast Fourier Transform wrap around, the fit between the observed and predictee recei
functions, the station and file names.

The weight assigned to the particular file is that assigned using &iticivided by
the Gaussianlfer parameter &luea. The division is required since tgar a correspond
to greater bandwidths which therfeatts the amplitude of the initial pulse in the reeei
function. If this internal divisision by were not done, a noisy resvr function obsti-
naed usingr = 5.0 might dominate the wrersion.,

The changes in the model obtained for the current model can be seeroliggn
optikon 18.

rftno6 18
I NVERSI ON FOR S- VEL
Estimat ed data standard dev.: 0.0195770562
RVS npdel perturbation: 0.0118706543
DEPTH THI CKNESS S-VEL SIG DELVL RESL in H DEL (VEL)
2.5000 5. 0000 3. 6548 0. 881E-02 0. 196E+02 - 0. 0099
7.5000 5. 0000 3.6175 0. 728E- 02 0. 222E+02 -0.0120
12. 5000 5. 0000 3.5894 0. 624E-02 0. 244E+02 -0. 0157
17. 5000 5. 0000 3.6772 0.587E-02 0. 229E+02 -0.0186
22.5000 5. 0000 3.6809 0.591E-02 0. 186E+02 -0.0176
27.5000 5. 0000 3.6928 0. 606E-02 0. 164E+02 -0.0192
32. 5000 5. 0000 3. 7408 0.633E-02 0. 156E+02 -0. 0249
37.5000 5. 0000 3.8260 0. 674E-02 0. 155E+02 -0. 0252
42. 5000 5. 0000 4.3141 0.717E-02 0. 149E+02 0. 0100
47. 5000 5. 0000 4.8778 0. 764E-02 0. 156E+02 0. 0081
52. 5000 5. 0000 4.9445 0. 745E- 02 0. 184E+02 -0.0167
57. 5000 5. 0000 4.8957 0.648E-02 0.226E+02 -0.0185
62. 5000 0. 0000 4.8677 0.535E-02 0. 782E+01 -0.0103

This display shws that the sheawavevelocity of the first layer would be increased by
0.0014 km/sec for the current damping val82)( At present the estimated errorsin the
velocity are imperfectly computed. One can look at the model graphically using opfion
or9.

This script created threkgures after the 5 iterations. Figure 1 shows the starting model,
the current model and the observed and predicted dispersion, while Figure 2 shows the
models and the observed and predicted vec&iinctions.
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Fig. 1. Output using OptioA. The observed and predicted RFEIe plotted in blue and red, respeely. The receier functions are
labeled with the year/month/day (day of year) hour/minute at the upper right of each trace, and with the station namejlt@aussian f
parameterthe percentage of fit, and the ray parameter (sec/km) at the left of each trace. A time scale is also provided.

The earth models created at each iteration aredsand numbered with the iteration:
t npnod96. 000, ..., t npnod96. 005. Since the true model is kam, Figure 3 com-
pares the true answer with the result of each step of\hesion.
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Fig. 2. True model, solid black line; iteration models, red is initial, and blue is the final model.

The command ft n96 9 plots the resolution kernels after the sequenicen96 1
andr ft n96 2 have keen fun to compute the partial detives and perform the singular
value decomposition.

Velocity/Q Inverse Model and Resolution
(Red/dashed=current,Blue/solid=next)
Damping=1.000E+00

VS (KM/S) NORMALIZED RESOLUTION MATRIX
.20 .50 480

Fig. 3. Resolution kernels

6. Discussion
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CHAPTER 5
JOINT INVERSION DISPERSION

1. Introduction

Having discussed the separatedrsion of recerer functions and suate-vavedis-
persion for earth structure, wewm@resent the joint wersion of these tw data sets.

2. Joint Inversion Mathematics

The joint irversion attempts to simultaneouslyant two different set of obseations
that are sensite 1 different aspects of earth structure. Defining the following parame-
ters:

O,  Observed receer function at time;t

P, Predicted receger function at time;t

oy, Standard error of observation at t

Os  J'th Observed surface-awedispersion

Ps  j'th Predicted surface-avedispersion point
Standard error of j'th surfaceaveobservation
N,  Total number of receer function points

Ns  Total number of surface-avedispersion points
p Influence factqrO< p < 1.

We ek and earth model that minimizes the functional

(1 p)z[pr,_ r,ﬁ p Nzl:b _P ﬁ
N, iU o, D NS]OD Oy, D

(1)

We e that the parameter p changes the influence of either data set on the minimization
procedure. A = 0 forces a receer function only solution, which a p 1 forces a solu-

tion based solely ont he surfacawedispersion. An advantage of the statistical weight-

ing in the terms within the large parentheses is thatlidg by the observed standard
error, corrects for the different physical units of the reeefunction (sec') and the dis-
persion (km/sec). The presence of tid, Jand ¥Ng before the summation sign serves to

Version 3.30 5-1 14 June 2012



Computer Programs in Seismology - Crustal Structue Inversion

avad onedata set dominating the other.

From the point of vie of estimating model errgrequation (1)is not in ay of the
forms introduced in Chapter 2 because for gdadata set with the correct datariv
ances, the expected minimum value of S is

E(S)=1

To force this to be in the form of the weightedarse discussed in §82.4, we could attempt
to minimize the quantity

0 U
(H{1-p) €0, -Pif, p &0s Py
5:81- N, +pN ot 20— 2
PN +p SDB N, iU Oy, 0 NSFZOD Oy BB @

This functional form has leads to the correct error statistics for the end member cases
p=0 and p=1. Thisis not done, however, because the mapping of lack of fit into the

Earth model error isimperfect in this non-linear problem. Instead a number of goodness

of fit parameters are output, and it is up to the useintbd realistic model that fits the
obsenations well. This is because the best numerical solution to the problem may not be
the best geophysically plausible solution.

Because the forward problem is non-linear in terms of the model parameters, an itera-
tive quence of linearizedvarsions is computed.oldo this the residual corresponding
to the current model is modeled as a linear combination of changes to the current model.
This means that the error statistics discussed in Chapter 2 apply to the changes in the
model parameters instead of the model parameters thamséwce the solution has
corverged to a minimum, not necessary the global minimums, the confidence in the
changes may be attributed to the model itself.

A major problem is the estimation of tlag's and o's.If repeated observations are
made, and the observationgei@ged, theo’'s must be the standard errors of the mean.
This estimation is possible if surfacewveobsenations are &erages, or if receer func-
tions are stacked.

At present, the wersion program permits input of the sacé-vave sigmas in the
sur f 96 dispersion format, but does not permit receiver function error traces to be input.
The program does attempt to estimate these standard error values.

To gply the weighting scheme, the program uses the standard error of madel f
the recerer functions,s;, and in the case that the dispersion data has no correspanding
estimate, the, in the following manner.

When the fonard predictions are computed, the standard error of model prediction
to the obsertions, s is computed. Initially this will be a large number since the @bserv
tions as poorly fit. As iteration progresses and the model fit becomes thetteomputed
s is mmpared to a user provided least bound. Thautefecever function value is 0.05
sec (Option 42) and the default surfacavenelocity error is 0.05 km/sec (Option 40).
The value ot used is

max[s, userbound]

The slight disadantage of this is that initially one data set may be emphasized more if its
computed s is nearer to the traeAs iteration progresses, the initial goal of controlled
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the influence of each data set is met.

Equation (1) is minimized by applying singulaalwe decomposition to estimate the
changes in the modeim:

or or
W, — Amy+. . +w, —— Amy = w,res

aml amN
0s or
We — Amy+. . +w. —— Amy = w.res
S aml 1 S amN N S
where the weights
_di-p”
' ON,o?2 O
yoop o
®  [Ngo20

are used for each rewei function and dispersion observation, respelsti The partial

" . . or : . 0s
derivatives of the receier functlon,% and surace-V\avedlspersmn% are computed as
inrftn96 andsur f 96.

3. joint96

The operation of oi nt 96 is similar to that osur f 96 andr f t n96. Operation of
the program requires the existence ofjtieds. d control file, a sudce-vavedispersion
file, and the list of the recar functions to be werted. If none of these exist, the pro-
gram will permit the user to interaati aeate the files.

3.1. Data preparation

The data preparationag discussed in detail in Chapter 3 for surfaaeesvand Chap-
ter 4 for receier functions.

The surface-avedispersion data must besmur f 96 format.

The recerer functions must be prepared as described in Chaptierigiessential that
the Gaussian filter parameter be placed in USERO, the ray parameter in USER4 and
the recerer function delay be mirrored in the B value of theCSi#eader for each recar

Version 3.30 5-3 14 June 2012



Computer Programs in Seismology - Crustal Structue Inversion

function.

3.2. Interactive mntrol file setup

The following example shs the interactie dalog for the case that neither the dis-
persion file, initial earth model file nor the list of rae@ifunctions exist. The user input
is indicated by thé&alic font.

joint96
Enter h,dcl,dcr
h = fraction change in period to get group vel
(0.005 is reasonable)
dcl, dcr are phase velocity increment in root
search for Lue and Rayl respectely
0.005 0.005 0.005
Enter 1 if variance based on residual or
0 if variance based on obs std err

1
Ent er maxi num nunber of Love gamma nodes to process
0 means DO NO PROCESS LOVE gamma dat a
0
Ent er maxi num nunber of Love Phvel nodes to process
0 means DO NO PROCESS LOVE phase vel data
2
Ent er maxi num nunber of Love Govel nodes to process
0 means DO NO PROCESS LOVE group vel data
2
Ent er maxi num nunber of Rayl gamma nodes to process
0 means DO NO PROCESS RAYL gamma dat a
0
Ent er maxi num nunber of Rayl Phvel nodes to process
0 means DO NO PROCESS RAYL phase vel data
2
Ent er maxi num nunber of Rayl Govel nodes to process
0 means DO NO PROCESS RAYL group vel data
0
Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from VWp
1
Enter nane of nodel file
modl.d
Interactively setting up initial nodel file:
nodl . d
I's nodel flat (0) or spherical (1)
0
Enter descriptive title for this nodel
Test model
Enter d, a, b,rho, ga, gb
d=0.0 or EOF indicates halfspace and end of input
406 3.5 2.5 100 100
084.7 3.3 1000 1000
Enter nane of dispersion file
dispd

Enter ilvry,iporg,imode,per,val,dval
ilvry=1(Love)
=2(Rayleigh)
iporg=1 (phase velocity km/s)
=2 (group velocity km/s)
=3 (gamma 1/km)
imode (mode number) e.g., O=fundamental, 1=first
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per=the period
val=dispersion value, velocity or gamma
dval=error in dispersion value
(Enter 1.0 if stderr from residuals)
NOTE: Enter all zeros or getive © terminate input
11010.0350.01
12015.03.60.01
22020.03.00.01
000000
Enter nane of receiver function file list
rftn.Ist
Interactively setting up rec&er function file list:
rftn.Ist
Enter receier function SAC binary file name, EOF to end
./MKRFTN/05.rfn
./MKRFTN/10.rfn
CTRLD (for UNIX/LINUX, CTRL Z for DOS)
If this is successful, then the initial program menu will be preseretore presenting
this, the requested input in the initial setup must be described.

Enter h, dcl, dcr

Determination of surface avedispersion requires a search in the frequenghase
velocity space of the suate-wave period equation. Is is kmothat all surface ave
modes are bounded at thevlend by some fraction of the smallest sheawevelocity,
or in the case of a surface fluid layttre lowest compressionalawevelocity. The upper
bound of the dispersion for &&d period, is the halfspace sheavevelocity. dcl and
dcr are the search increments to find the roots of the period equation. If these numbers
are too large, modes may be missed by jumping past them. If the numbers are too small,
computations taktoo long. The value dd.005 km/sec are acceptable for crustal studies,
but could be made smaller when studying dispersionwnJelocity sediments.

The parameteh is used to compute group-velocity partial datives. For example,
0U/ dVs can be computed by using/ 0Vs(f) andoc/ dVs( (1 +h)f). The recom-
mended value dd.005 seems adequate.

Enter 1 if variance based on residual or
0 if variance based on obs std err

This relates to the computation of confidence limits in the earth model and also the
weighting of the individual dataCurrently only the surface awvedata permits a taiba-
tion of the confidence of grobservation.

Ent er maxi mum nunber of Love gamma nodes to process
0 means DO NO PROCESS LOVE gamma dat a

This sequence of 6 questions permits the usenitisubsets of the data contained
within the dispersionile. Currently the anelastic attenuation cbefents are used in the
joint inversion to determine the Q structure.

Enter inversion technique
0 invert for Vs :Va,rho fixed
1: invert for Vs :Poisson fixed, rho from Vp

The first option,0 was introduced for the special case ofastigating recerer func-
tion in deep soil layers for which the P-velocitasvknown. The second cade,itera-
tively inverts for the S-vavevelocity and then updates the P-velocity using the Vp/Vs
ratio of the initial model; the medensity is computed from the weV/p using the Nafe-
Drake relation.
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After this the names of the earth modéd,fdispersion and reaadr function list are
requested. If theiles do not exist, then thieare interactvely constructed. Once this is
done interactiely, the format of each is correctly prototyped and the user may use an edi-
tor to modify the files faster than using this intenaetialog.

3.3. Main menu

JO NT96 MENU

0- Display nmenu 30- (0) Fix Vp,(1) Fix Vp/Vs

1- Run Dispersion 31- Change dd(i), enter i,dd(i)

2- Run Velocity Inversion 32- Enter Danping Factor (lam

3- Run Qbeta) I|nversion 33- Enter Tmin for RFTN (default -5 s)
4- Run Simultaneous Veloc-Q Inversion 34- Enter Trmax for RFTN (default 20 s)
5- Set Thick(0)/Velocity(1l) Inversion 35- Inversion: (0) Non-Causal (default)
6- Update Mddel (need |an (1) Decoupl ed Causal

7- Plot RFTN Di spersion/Velocity Model (2) Coupl ed Causal

8- Plot Ganma / Qb inverse Model 36- Smoot hing: (0) G obal reset none
9- Plot Resolution Kernel (1) dobal reset diff
10- List Singular Values 37- Reset Number of Iterations
11- Ganma Data Partial Derivatives 38- Tenporary End
12- Ganma Data Di spersion 39- Permanent End
13- List Q Model (need |am 40- Enter Sigv m nimum

14- Qbeta) Resolving Kernel (need |lam 41- Enter Sigg m ni mum
16- Velocity Data Partial Derivatives 42- Enter Sigr mninmum

17- Velocity Data Dispersion 43- Joint Weighting: O=RFTN <--> 1=SRFW
18- List Velocity Mdel (need |anm 44- 2x RFTN conputation (0) no, (1) yes
19- Velocity Resolving Kernel s(need | an) 45- Show Vel ocity Wights
22- ASCI| Gamma Dispersion (file nane) 46- Show Q nv Wi ght s

23- ASCII Qbeta) File (file name,lan) 47- Show Inversion Controls

24- ASCIl Q Resolving (file name,lam 48- Mdify Individual Layer Snoothing
27- ASCI| Vel oc Dispersion (file nane) 49- Show RFTN i nformation and wei ght
28- ASCI| Mdel File (file nane, lan) 50- Change individual RFTN wei ght

29- ASCI|I Vel Resolving(file name,lan

Enter Command at READY Pronmpt

This menu appears once the contiie jobs.d exists. If the dispersion, initial model
and file listing receier functions do not exist, then error messages will appear.

This menu is hopefully selixplanatory Entering one of these numbers at tready
prompt causes an action. Actiofs, 46 and47 present other menus.

If 45 is entered, and the no smoothing option was chosen,3é.gvjth option O,
then the velocity weights shown are
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V Model Wighting Paraneters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Lyr 1 0. 00 5.00 | 8 1.00 Lyr 1 35. 00- 40. 00
2 1.00 Lyr 1 5.00 10.00 | 9 1.00 Lyr 1 40. 00- 45. 00
3 1.00 Lyr 1 10. 00 15.00 | 10 1.00 Lyr 1 45. 00- 50. 00
4 1.00 Lyr 1 15. 00- 20.00 | 11 1.00 Lyr 1 50. 00 55. 00
5 1.00 Lyr 1 20. 00- 25.00 | 12 1.00 Lyr 1 55. 00 60. 00
6 1.00 Lyr 1 25. 00- 30.00 | 13 1.00 Lyr 1 60. 00 9999. 00
7 1.00 Lyr 1 30. 00 35.00 |

Bdy - get velocity change at boundary
Lyr - get velocity in |layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

Here the weight, DD, is indicated together with the depth range in the model that it
applies to. ® permit significant change in the model velocities in the 45-50 km depth

range, one would just enter from the command line
joint96 31 10 100

or interactvely
r eady
31
13 layers: 1-13 for Vs 13-26 for Qbinv
Enter i
10
Current dd( 10)= 1.
Enter Nev dd( 10)
100
ready

If differential smoothings used36 with option1, then one would see

V Model Weighting Paraneters: Large value forces change at boundary or |ayer

| DD(1) Inv S dept h/ range | DD(1) Inv S dept h/ range

1 1.00 Bdy 1 5.00 | 8 1.00 Bdy 1 40. 00

2 1.00 Bdy 1 10. 00 | 9 1.00 Bdy 1 45. 00

3 1.00 Bdy 1 15. 00 | 10 1.00 Bdy 1 50. 00

4 1.00 Bdy 1 20. 00 | 11 1.00 Bdy 1 55. 00

5 1.00 Bdy 1 25.00 | 12 1.00 Bdy 1 60. 00

6 1.00 Bdy 1 30. 00 | 13 1.00 Lyr 1 60. 00- 9999. 00
7 1.00 Bdy 1 35.00 |

Bdy - get velocity change at boundary
Lyr - get velocity in |layer

S =0 Vp fixed, S=1 Vp/Vs fixed in |ayer
Use option 30 to change how Vp obtai ned
Use option 31 to change |ayer weight
Use option 48 to change | ayer snpothing
Use option 45 to redisplay this nenu

The display is slightly different, since the DD(I) controls the changeliwcity across a
boundary This display shows the depth of that boundafg emphasize a Moho at a

depth of 35 km, one would use
joint96 31 7 100
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The menu produced using optidii summarizes the current processing parameters.

I nversion controls for joint96
Cmd  Val ue Descri ption

1 1 Variance based residual of fit

0 Variance based on observed std observation
2 Maxi mum nunmber of Love nodes to use
2 Maxi mum nunber of Rayl ei gh nodes to use
5 Current iteration
4 Nunber of receiver functions to be inverted
2 2 last inversion for Vs

3 last inversion for Qinverse

4 last inversion for Vs-Q inverse
0

1

5 1 Layer thickness inversion
Layer velocity/Q inversion
32 1. 000 Danpi ng val ue (default value 1.0)
33 -5.000 M ni mum wi ndow for RFTN (default -5.0 s)
34 20.000 Maxi mum wi ndow for RFTN (default 20.0 s)
35 0 0 non-causal Vs - Qrelation (default)

1 Decoupl ed causal

2 Fully coupl ed causal
36 1 0 No snoot hi ng constraint

1 Differential snoothing constraint
40 0.0500 Std error of fit floor for velocity disp
42 0. 0005 Std error of fit floor for RFTN

43 0. 500 Joint inversion influence paraneter
RFTN = 0 <= p <= 1 Surface Wave
44 0 0 Match observed RFTN wi ndow

1 Use 2x tines series to conmpute RFTN

Use nenu command cnd to change val ue

A few oontrol parameters listed cannot be changed integhctiThey are defined during
the initial creation of th¢ obs. d control file. Other parameters can be changed during
the iteratve inversion. The most interesting parameter is the "Jowgrgon influence
parametel' option 43 which is used to change the relatimportance of the recesr
function and surface avedispersion data sets for determining the "best model”

Version 3.16 introduced a wechoice for option36 and changes the meaning of this
option slightly When the program is initially interaedly started, differential smoothing
is assumed. At antime a36 with choiceO will force a no-smoothing wersion on all
layers, a36 with choicel will force a differential smoothing on all layers except the bot-
tom layer.

A new qotion 48 - Modify Individual Layer Smoothing was dso introduced. The pur
pose if this is to fine tune the type of smoothing fonergiayer or boundary by switch-
ing between smoothed and non-smoothed layers/boundaries. With this option ome can f
a layer velocity and still permit smoothing else where.

3.4. Program operation

The program can be run interaety or from the command line. For repeated runs or
to reproduce a run running from a command line may be eespexcially if the sequence
of commands is placed in a shell script (batl&)For repeated runs or to reproduce a run
running from a command line may be egssspecially if the sequence of commands is
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placed in a shell script (batcitef). The only slight difference is that creation of the output
file in interactve node, Option28 asks the user for a command text to be placed in the
nodel 96 header.

This example uses the same dispersion information presented in Chapter 3 and the

same rec®er functions presented in Chapter 4. These synthetic data sets were created for
the single layer\er a halfspace model

MODEL

TEST MODEL
| SOTROPI C
KGS

FLAT EARTH
1-D
CONSTANT VELOCI TY
L1 NEO8

L1 NEO9

LI NE10

LI NE11

HR VP

VS RHO QP
40 63.5 2.5 200.0 100.0
0 84.7 3.3 900.0 500.0

ET
0
0

AP

0
0

ETA
0
0

oowm

FREFP FREFS

R R
1.0 1.0
1.0 1.0

0. 00499999989 0. 00499999989 O.
2

1 2 2 2
nodl| . d
.. | MKSURF/ di sp. d

[cNeoNeoloNeoloNolNol
ocooococoool]

2

>

[eNelNelNolNolNelNololy)

5-9

ocooocooool]

>

[eNeoNeNeolNoNeNeNoN{))

T

PPRPPPRPREPEPRd
cocoocoocoocoocooT

2

To demonstrate operation of the program, the following shell script was run. It is assumed
that the controlife j obs. d and the initial earth model, dispersion and nesdiunction
files exist in the current directoffihe contents gfobs. d are

0. 00499999989 0.

o
n

0

PP PRPRPEPRd
cocoocoocooocooT

rftn.lst
The initial modelpodl| . d consists of a halfspace -

MODEL

TEST MODEL

| SOTROPI C

KGS

FLAT EARTH

1-D

CONSTANT VELOCI TY

LI NEO8

LI NEO9

LI NE1O

LI NE11

HR VP VS RHOQP S
5 84.71 3.3 0.0 0
5 84.71 3.3 0.00
5 84.71 3.3 0.0 0
5 84.71 3.3 0.0 0
5 84.71 3.3 0.00
5 84.71 3.3 0.0 0
5 84.71 3.3 0.0 0
5 84.71 3.3 0.00
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5 84.71 3.3 0.00.00.0 0.0 1.0 1.0
5 84.71 3.3 0.00.00.0 0.0 1.0 1.0
5 84.71 3.3 0.00.00.0 0.0 1.0 1.0
5 84.71 3.3 0.00.00.0 0.0 1.0 1.0
0 84.72 3.3 0.00.00.0 0.0 1.0 1.0
#!/ bi n/ sh
i
# cl ean up
HitHH#
joint96 39
# define danpi ng
HitHH#
joint96 32 1.
HitH##
# Sel ect differential snoothing
i
joint96 36 1
HitHH#
# set joint weighting between the two data sets
HitH##
joint96 43 0.5
i
# set up repeated run for 5 iterations
HitHH#
joint96 1 26 126126 12612612
HitH##
# save | ast node
i
joint96 28 nodl . out
HitHH#
# pl ot the nodel and show the data fit after 5 iterations
HitH##
srf phv96
plotnps -EPS -K -F7 -WO0 < SRFPHV96. PLT > figjntl.eps
rftnpvo6
plotnps -EPS -K -F7 -WL0 < RFTNPV96. PLT > figjnt2.eps
i
# conmpare the individual nodels fromthe inversion
# to the true node
i
shwnod96 -K 1 -WO0. 05 nodel .true
mv SHWMOD96. PLT T. PLT
shwmd96 -K -1 tnpnpd96. ???
mv SHWMOD96. PLT | . PLT
cat T.PLT I.PLT > IT.PLT
plotnps -EPS -K -F7 -WO < |IT.PLT > figjnt3.eps

The command sequence
joint96 1 26 126126 12612612

sets up if’fe complete iterations consisting dfcomputing the partial destives, 2 per-
forming the singular value decomposition, ahdipdating the model. The output for
these iterations consists fo the following:
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Processing RFTN Partials for

I ncP Del ay
T 10.00
T 10. 00
T 10.00
T 10.00

Dt
0.10
0.10
0.10
0.10

Rayp
0. 100
0. 100
0. 100
0. 100

Recei ver function fit
fit (vel)
fit (vel)
fit (vel)
Power Fit (RFTN)

Di spersi on
Di spersion
Di spersion
Per cent of
Per cent of
RMS change
| TERATI ON

Si gnal
Si gnal

Power

Gauss Npts 2x
0.50 512 F
1.00 512 F
2.50 512 F
5. 00 512 F

std err
std err

mean resi dual

avg | residual|:

Fit (Disp)

in S-wave velocity nodel

1 done:

UPDATI NG V

Layer Velocity - Wndow [

Fit(% Sta
36. 8486 RFTN
34.8793 RFTN
36. 4601 RFTN
38.1616 RFTN
0. 010452
0.3089 (kmi's)

-1.0676 (knis)
1. 0676 (knis)

36.32523% for
89. 05252% f or

1.2049 knl sec

Joint In version Dispersion

Processi ng

I ncP Del ay
T 10.00
T 10. 00
T 10.00
T 10.00

RFTN Partials for

Recei ver function fit

Di spersi on
Di spersion
Di spersion
Per cent of
Per cent of
RMS change
| TERATI ON

D Rayp
0.10 0.100
0.10 0. 100
0.10 0.100
0.10 0.100

fit (vel)

fit (vel)

fit (vel)
Si gnal

Si gnal

Gauss Npts 2x
0.50 512 F
1.00 512 F
2.50 512 F
5. 00 512 F

std err
std err

mean resi dual

avg | residual|:

Power Fit (RFTN)

Power

Fit (Disp)

in S-wave velocity nodel

2 done:

UPDATI NG V

Layer Velocity - Wndow [

Fit(% Sta
90. 0604 RFTN
83. 9401 RFTN
80. 2502 RFTN
80. 9305 RFTN
0. 002381
0.2257 (kmi's)
0.2867 (knis)
0.2908 (kni's)

86.89568% f or
99. 01604% f or

0. 3340 kni sec

Processi ng

I ncP Del ay
T 10.00
T 10. 00
T 10.00
T 10.00

RFTN Partials for

Dt
0.10
0.10
0.10
0.10

Rayp
0. 100
0. 100
0. 100
0. 100

Recei ver function fit
fit (vel)
fit (vel)
fit (vel)

Di spersi on
Di spersion
Di spersion
Per cent of
Per cent of
RMS change
| TERATI ON

Si gnal
Si gnal

Power Fi
Power Fi

Gauss Npts 2x
0.50 512 F
1.00 512 F
2.50 512 F
5. 00 512 F

std err
std err

mean resi dual

avg | residual|:

it (RFTN)
it (Disp)

in S-wave velocity nodel

3 done:

UPDATI NG V

Layer Velocity - Wndow [

Fit(% Sta
95. 6311 RFTN
91. 4207 RFTN
86. 0853 RFTN
84. 6284 RFTN
0. 001621
0.0976 (kni's)
0.0135 (km's)
0.0726 (kni's)

92.93363% f or
99.92731% f or

0. 0880 knisec

Processi ng

I ncP Del ay
T 10.00
T 10. 00
T 10.00
T 10.00

RFTN Partials for

Dt
0.10
0.10
0.10
0.10

Rayp
0. 100
0. 100
0. 100
0. 100

Recei ver function fit
fit (vel)
fit (vel)
fit (vel)

Di spersi on
Di spersion
Di spersion
Per cent of
Per cent of
RMS change
| TERATI ON

Si gnal
Si gnal

Power Fi
Power Fi

Gauss Npts 2x
0.50 512 F
1.00 512 F
2.50 512 F
5. 00 512 F

std err
std err

mean resi dual

avg | residual|:

it (RFTN)
it (Disp)

in S-wave velocity nodel

4 done:

UPDATI NG V

Layer Velocity - Wndow [

Fit(% Sta
96.9917 RFTN
93. 4524 RFTN
87.6105 RFTN
85. 5576 RFTN
0.001413
0.0673 (kmi's)
0.0086 (km's)
0.0492 (kni's)

94.47678% f or
99. 96575% f or

0. 0436 knisec

Processi ng
I ncP Del ay
T 10.00
T 10.00

Version 3.30

RFTN Partials for

Dt
0.10
0.10

Rayp
0. 100
0. 100

Gauss
0.50
1.00

5-11

Layer Velocity - Wndow [
Npts 2x
512 F 97.6121 RFTN
512 F 94.5526 RFTN

Fit(% Sta

-5.00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
68 SW Obs
-5.00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../MKRFTN/ 50.rfn
4 RFTNs 1004 points
160 SW Qbs
-5.00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../MKRFTN/ 50.rfn
4 RFTNs 1004 points
156 SW Qbs
-5. 00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
0.40 ../ MKRFTN 25.rfn
0.20 ../ MKRFTN/ 50.rfn
4 RFTNs 1004 points
158 SW Obs
-5. 00, 20. 00]
Weight File
2.00 ../MKRFTN 05.rfn
1.00 ../MKRFTN 10.rfn
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T 10.00 0.10 0. 100 2.50 512 F 88.5034 RFTN 0.40 ../ MKRFTN 25.rfn
T 10.00 0.10 0. 100 5. 00 512 F 86.1384 RFTN 0.20 ../ MKRFTN/ 50.rfn

Recei ver function fit std err 0. 001296

Di spersion fit (vel) std err 0. 0510 (km's)

Di spersion fit (vel) nean residual : 0.0017 (kmn's)

Di spersion fit (vel) avg | residual|: 0. 0370 (km's)

Percent of Signal Power Fit (RFTN) :  95.25683% for 4 RFTNs 1004 points
Percent of Signal Power Fit (Disp) : 99.98046% for 156 SW Cbs

RMS change in S-wave vel ocity nodel : 0. 0269 km sec

| TERATI ON 5 done: UPDATI NG V

Processing RFTN Partials for Layer Velocity - Wndow [ -5. 00, 20. 00]

I ncP Del ay Dt Rayp  Gauss Npts 2x Fit(¥® Sta Wight File

T 10.00 0.10 0. 100 0.50 512 F 98.0505 RFTN 2.00 ../ MKRFTN 05.rfn
T 10.00 0.10 0. 100 1.00 512 F 95.3041 RFTN 1.00 ../ MKRFTN 10.rfn
T 10.00 0.10 0. 100 2.50 512 F 89.1835 RFTN 0.40 ../ MKRFTN 25.rfn
T 10.00 0.10 0. 100 5. 00 512 F 86.7527 RFTN 0.20 ../MKRFTN/ 50.rfn

Recei ver function fit std err 0. 001202

Di spersion fit (vel) std err 0. 0425 (km's)

Di spersion fit (vel) nean residual : 0. 0052 (kni's)

Di spersion fit (vel) avg | residual|: 0. 0309 (km's)

Percent of Signal Power Fit (RFTN) :  95.81573% for 4 RFTNs 1004 points
Percent of Signal Power Fit (Disp) : 99.98636% for 158 SW Cbs

Option 1 computes the predictions and partial @atves for the current model. The
information for the receer functions presents the time windoised for comparison with
the observed, whether theavein an incident P-ave the time delaysample interval, ray
parameter irsec/km, the a parameter of the Gaussialtdr, the number of data point in
the observed reoar function, whether &x length series is computed tocad Fast
Fourier Transform wrap around, the fit between the observed and predictegiréoec-
tions, the station and file names.

The dispersion information is summarized byegi the mean difference between
observed and predicted dispersion, the standard error of fit and the L1 norm of the fit.

The changes in the model obtained for the current model can be segokinygn

joint96 18
| NVERSI ON FOR S- VEL
Estinat ed data standard dev.: 0.0204858948
DEPTH THI CKNESS S-VEL SI G DELVL RESL in H DEL (VEL)

RVS Vel ocity npdel perturbation :0.0211627949

2.5000 5. 0000 3.5128 0.241E-02 0. 107E+02 0. 0046

7.5000 5. 0000 3.4995 0. 200E-02 0. 123E+02 0. 0079
12. 5000 5. 0000 3. 4593 0. 160E-02 0. 170E+02 0. 0075
17.5000 5. 0000 3.4339 0. 145E-02 0. 226E+02 0. 0003
22.5000 5. 0000 3.4199 0. 154E-02 0. 256E+02 -0.0118
27.5000 5. 0000 3.4700 0. 174E-02 0. 272E+02 -0.0193
32.5000 5. 0000 3.6238 0.193E-02 0. 280E+02 -0.0144
37.5000 5. 0000 3.9229 0.211E-02 0. 270E+02 0. 0029
42. 5000 5. 0000 4.2981 0.224E-02 0. 246E+02 0.0242
47. 5000 5. 0000 4.5746 0.224E-02 0. 215E+02 0.0374
52. 5000 5. 0000 4.7159 0. 208E-02 0. 238E+02 0.0398
57.5000 5. 0000 4.7167 0.181E-02 0.201E+02 0. 0326
62. 5000 0. 0000 4.6566 0.169E-02 0.535E+01 0.0181

This display shes that the sheawavevelocity of the first layer would be increased by
0.0046 km/sec for the current damping val82)( At present the estimated errorsin the
velocity are imperfectly computed. One can look at the model graphically using opfion
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or9.

This script created threfgures after the 5 iterations. Figure 1 shows the starting model,
the current model and the observed and predicted dispersion, while Figure 2 shows the
models and the observed and predicted vecéinctions.
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Fig. 1. Output using Option. Dispersion data are indicated symbols. Predictions by the solid curves.
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Fig. 2. Output using Optiod (second page). The observed and predicted R&&N’ plotted in blue and red, respeely. The

recever functions are labeled with the year/month/day (day of year) hour/minute at the upper right of each trace, and with the station
name, Gaussian filter parametiie percentage of fit, and the ray parameter (sec/km) at the left of each trace. A time scale is also pro-
vided.
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The earth models created at each iteration aredsand numbered with the iteration:
t npnod96. 000, ..., t npnod96. 005. Since the true model is known, Figure 3 com-
pares the true answer with the result of each step of\aesion.

S-Velocity (km/s)
2.40 3.00 3.60 4.20 4.80

0lll|lllll|llll|lllll|llll

10

20

30

Depth (km)

40

50

Fig. 3. True model, solid black line; iteration models, red is initial, and blue is the final model.

Velocity/Q Inverse Model and Resolution
(Red/dashed=current,Blue/solid=next)
Damping=1.000E+00

VS (KM/S) NORMALIZED RESOLUTION MATRIX
4,

DEPTH (KM)

Fig. 4. Resolution kernels obtained usjr@j nt 96 9.
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5. Discussion

The example shows that the surfacavedispersion data aret fwell by the model
despite the fact that this is a smoothed version of the true single layea balfspace
model. Smoothing is required for stablevarsion of a many-layered model with the
penalty that sharp discontinuities are not permitted.

The same model fits the reeei function data fairly well for the smallestiue of the
filter parametera = 0.5. The smooth model has fifulty fitting the conerted phase at
t = 6 s=c for highewr especially the later phases att = 16 sec.

The recerer function can be fit better by continuing the iterations withveelovalue
of damping (Option 32 ) which relaxes the smoothing condition. This/ ndroduce
some problems though, in that a reeeifunction forced discontinuity may be at the
wrong depth and the surfacawvedispersion may be slightly misfit.

As mentioned in the discussion ®fir f 96, the fit to the sudice-vavedata may be
biased tward one period range. Since the depth of penetration of a surbaagsapro-
portional to its period, a data set such as the one used here, will place more weight on the
shallov part of the structure because or the greater proportion of data at the shorter peri-
ods.

In practice neither the reeer function nor the suaice-vave dispersion is well
defined, and fits to small "bumps" in the reeeifunction may not be significant.
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APPENDIX A
INSTALLATION

1. Tailoring Shell Scripts

All required programs are compiled and installed as part of the normal installation
procedure. Somtne tuning is required for the folleng shell scripts which are located

in PROGRAMS. 325/ bi n:
rftnvp. bat
srf gph. bat
srfrph. bat
srfvph. bat

Consider the scriptf t nvp. bat .
#1'7bin/sh
case $TERM in
vt 100| vt 100n) cl ear
ngot ek
rftnpvob -
pl ot 4014 < RFTNPV96. PLT
rm RFTNPVO6. PLT
sl eep 10
nrttek ;;

4014] t ek)
cl ear
rftnpvobé
pl ot 4014 < RFTNPV96. PLT
rm RFTNPV96. PLT
sl eep 10;;
xt er m ddt er n{ sun- cnd)
rftnpvoeé
pl ot xvig < RFTNPV96. PLT
rm RFTNPV96. PLT

*) echo ' TERM NAL UNKNOWN USE TEKTRONI X ; ;
esac

Since the programsur f 96, rft n96 andj oi nt 96 can be run interactély or

from the command line from a wideanety of terminals, the program itself does not
know which graphics dece to use for output. Instead it examinesTERMenvironment
parameter to guess the type of graphics device. For example, the terminal emulation pro-
gramTer at er msupports various DEC VFP?? termminal emulations but also emulates

a Tektronics srotage terminal. If tHEERMis set tovt 100, then the program turns on

the Tektronix emulationprgot ek, runs the program to compute the graphics output,
rftnpv96, and then cowerts the binary CALPLO file, RFTNPV96. PLT to drive the
Tektronix graphics.
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If the TERMparameter ixt t er mor SUN'sdt t er mor SUN'ssun- cnd, then X11
graphics is used. THesymbol in the case choices is a logical

2. Hard Copy

Since the shell scripts rewmm the CALPLO file, how does one get a nice plot for

ooptions7, |, 8 or9? st do the following from within anof the three programs:
33

rbh> rftnpvo6é
rbh> plotnps < RFTNPV96. PLT > rftn. ps

Just temporarily lege the program without deleting wamf the control iles, 38. At the
shell prompt type the name fo the approprite program. And then use the CALgr@O
grams to cowvert the output to the suitable format, eg). ot nps - EPS - K
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